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Introduction

1. An interesting but still open problem in algebraic geometry is the following:

**ZARISKI’S PROBLEM.** If \( X \) is an affine algebraic variety over an algebraically closed field \( k \) such that \( X \times \mathbb{A}^1_k \cong \mathbb{A}^3_k \), where \( \mathbb{A}^n_k \) denotes the \( n \)-dimensional affine space over \( k \), is \( X \) isomorphic to \( \mathbb{A}^2_k \)?

In considering this problem it seems important and indispensable to have algebraic (or topological) characterizations of the affine plane \( \mathbb{A}^2_k \) as an algebraic variety. Several attempts have been made toward this direction (cf. [45], [32]), though the obtained characterizations are not good enough to answer the Zariski’s Problem. A main motivation in writing these notes is to put together the results which have been obtained so far surrounding this problem.

The said assumption \( X \times \mathbb{A}^1_k \cong \mathbb{A}^3_k \) implies the following:

(1) \( X \) is a nonsingular affine unirational surface,

(2) the affine coordinate ring \( A \) of \( X \) is a unique factorization domain whose invertible elements are constants, i.e., \( A^* = k^* \),

(3) there lie sufficiently many rational (not necessarily nonsingular) curves with only one place at infinity on \( X \).

In looking for a criterion for \( X \) to be isomorphic to \( \mathbb{A}^2 \) it will be reasonable to assume that \( X \) satisfies the above two conditions (1) and (2), though the third condition has to be made more precise (or improved). A precision of the third condition above is the next condition:
Then the conditions (1), (2) and (3′) are necessary and sufficient for $X$ to be isomorphic to $\mathbb{A}^2$ (cf. Theorem 3.1, Chapter I). When $G_a$ acts on an affine scheme $X = \text{Spec}(A)$, the $G_a$-action can be interpreted in terms of a locally finite iterative higher derivation on $A$. Indeed, several problems concerning the $G_a$-action, e.g. to find the subring $A_0$ of invariants in $A$ and to investigate the properties of $A_0$ and the canonical morphism $\text{Spec}(A) \to \text{Spec}(A_0)$ induced by the injection $A_0 \hookrightarrow A$, become easier to treat by observing the locally finite iterative higher derivation on $A$ associated with the $G_a$-action. The first two sections of Chapter I are devoted to the study of locally finite (iterative) higher derivations on $k$-algebras.

Instead of the condition (3′) one may consider the next milder condition

$$(3'') \quad X \text{ has an algebraic family } \mathcal{F} \text{ of closed curves on } X \text{ parametrized by a rational curve such that a general member of } \mathcal{F} \text{ is an affine rational curve with only one place at infinity and that two distinct general members of } \mathcal{F} \text{ have no intersection on } X.$$
chart(k) > 0 the generic fiber f is a purely inseparable k(S)-form of A₁.

We are interested especially in the case where S is the projective line P¹ over k. Affine A¹-bundles over P¹ are classified (cf. Theorem 5.5.4, Chapter I), while the case where the generic fiber of f is a purely inseparable k(P¹)-form of A¹ will be studied more closely in Chapter III in connection with unirational (irrational) surfaces defined over k.

The Zariski's problem is generalized as follows:

**CANCELLATION PROBLEM.** Let A and B be k-algebras such that $A[x₁, ..., xₙ]$ is $k$-isomorphic to $B[y₁, ..., yₙ]$, where $x₁, ..., xₙ$ and $y₁, ..., yₙ$ are indeterminates. Is A then $k$-isomorphic to B?

A $k$-algebra $A$ is said to be strongly $n$-invariant if $A$ satisfies the condition: If any $k$-algebra $B$ and a $k$-isomorphism $θ: A[x₁, ..., xₙ] → B[y₁, ..., yₙ]$ then $θ(A) = B$. The property that $A$ is strongly 1-invariant is closely related to the property that $A$ is not birationally ruled over $k$ (cf. Lemma 6.2, Chapter I), and the strong 1-invariance of a $k$-algebra $A$ is studied via locally finite (iterative) higher derivation on $A$ (cf. Lemma 6.3, Proposition 6.6.2, etc., Chapter I).

2. The significance of studying a family of (nonsingular) rational curves with only one place at infinity on a nonsingular affine rational surface may be gathered from the foregoing discussions. Several important results have been obtained in this line (cf. Abhyankar-Moh [2], Moh [38] and Abhyankar-Singh [3]).

Let $k$ be an algebraically closed field of characteristic $p$. Let $C₀$ be an irreducible curve with only one place at infinity on $A² := \text{Spec}(k[x,y])$ defined by $f(x,y) = 0$. Embed $A²$ into the projective plane $P²$ as the complement of a line $ℓ₀$. Let $C$ be the closure of $C₀$ in $P²$, let $C \cdot ℓ₀ = d₀ \cdot P₀$ and let $d₁ = \text{mult}_P₀ C$. Let $Cₐ$ be the curve on $A²$ defined by $f(x,y) = α$ for $α ∈ k$ and let $Λ(f)$ be the linear pencil on $P²$ spanned by $C$ and $d₀ℓ₀$. Then the results are stated as follows:

(i) **IRREDUCIBILITY THEOREM** (Moh [38]; cf. Section 1, Chapter II).

Assume that $p \times d₀$ or $p \times d₁$. Then the curve $Cₐ$ is an irreducible curve with only one place at infinity for an arbitrary constant $α$
of $k$.

(ii) EMBEDDING THEOREM (Abhyankar-Moh \[2\]; cf. Section 1, Chapter II). Assume that $p \times d_0$ or $p \times d_1$, and that $C_0$ is nonsingular and rational. Then there exists a biregular automorphism of $\mathbb{A}^2$ which maps $C_0$ into the $y$-axis.

(iii) FINITENESS THEOREM (Abhyankar-Singh \[3\]; cf. Section 4, Chapter II). Assume that $p = 0$. By an embedding of $C_0$ into $\mathbb{A}^2$ we mean a biregular mapping $\epsilon$ of $C_0$ into $\mathbb{A}^2$; two embeddings $\epsilon_1$ and $\epsilon_2$ of $C_0$ into $\mathbb{A}^2$ are said to be equivalent to each other if there exists a biregular automorphism $\rho$ of $\mathbb{A}^2$ such that $\epsilon_2 = \rho \cdot \epsilon_1$. Then there exist only finitely many equivalence classes of embeddings of $C_0$ into $\mathbb{A}^2$.

In their proofs the main roles are played by the theory of approximateroots of polynomials, i.e., the theory of generalized Tschirnhausen transformations. We shall present more geometric proofs of these theorems (though we could not prove the third theorem in full generality), which are based on the notions of admissible data and the Euclidean transformations (as well as the $(e, i)$-transformations) associated with admissible data. Roughly speaking, our idea of proof is explained as follows.

Let $X$ be a nonsingular affine rational surface defined over $k$ and let $C_0$ be an irreducible closed curve on $X$ such that $C_0$ has only one place at infinity. Suppose that there exists an admissible datum $\mathcal{D} = \{V, X, C, \ell_0, \Gamma, d_0, d_1, e\}$ be an admissible datum for $(X, C_0)$ (cf. Definition 1.2.1, Chapter II). $C$ is then linearly equivalent to $d_0(e\ell_0 + \Gamma)$ on $V$, and the linear pencil $\Lambda$ on $V$ spanned by $C$ and $d_0(e\ell_0 + \Gamma)$ has base points centered at $P_0 := C \cap \ell_0$ and its infinitely near points. If $p \times (d_0, d_1)$ the Euclidean transformation or the $(e, i)$-transformation of $V$ associated with $\mathcal{D}$ plays a role of producing a new admissible datum $\tilde{\mathcal{D}} = \{\tilde{V}, X, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, \tilde{d}_0, \tilde{d}_1, \tilde{e}\}$ for $(X, C_0)$ such that either $\tilde{d}_0 < d_0$ or $\tilde{d}_0 = d_1$ and $\tilde{d}_1 < d_1$ and that $p \times (\tilde{d}_0, \tilde{d}_1)$. After the Euclidean transformations or the $(e, i)$-transformations associated with admissible data repeated finitely many times we reach to an admissible datum $\hat{\mathcal{D}} = \{\hat{V}, X, \hat{C}, \hat{\ell}_0, \hat{\Gamma}, \hat{d}_0, \hat{d}_1, \hat{e}\}$ for $(X, C_0)$ such that $\hat{d}_0 = \hat{d}_1 = 1$. Then, by
the \((\bar{e}, \bar{e})\)-transformation of \(\tilde{\mathcal{V}}\) associated with \(\tilde{\mathcal{D}}\), we obtain a nonsingular projective surface \(V'\) such that the proper transform \(\Lambda'\) of \(\Lambda\) on \(\Lambda'\) is free from base points, that if \(\Lambda'\) is the member of \(\Lambda'\) corresponding to \(d_0(e\ell_0 + \Gamma)\) of \(\Lambda\) then \(\Lambda'\) is the unique irreducible member of \(\Lambda'\), that the fibration of \(V'\) defined by \(\Lambda'\) has a cross-section \(S\) and \(V' - S \cup \text{Supp}(\Lambda')\) is isomorphic to \(\mathcal{X}\), and that if \(C'\) is the proper transform of \(C\) on \(V'\) then \(C' - C' \cap S\) is isomorphic to the given curve \(C_0\). Retaining the notations \(C_0, C, \ell_0, d_0\) and \(d_1\) as before the statement of the irreducibility theorem, \(\{\mathbb{P}^2_k, \mathbb{A}^2_k, C, \ell_0, \phi, d_0, d_1, 1\}\) is an admissible datum for \((\mathbb{A}^2_k, C_0)\). Hence by the foregoing arguments we know that the curve \(C_\alpha : f(x, y) = \alpha\) is an irreducible curve with only one place at infinity for every \(\alpha \in k\), and that if \(C_0\) is isomorphic to \(\mathbb{A}^1_k\) then \(C_\alpha\) is isomorphic to \(\mathbb{A}^1_k\) for every \(\alpha \in k\). The theorems (i) and (ii) can be proved in this fashion. The foregoing process of eliminating the base points of \(\Lambda(f)\) in conjunction with Artin-Winters’s theorem [7] on degenerate fibers of a curve of genus \(g\) and the Kodaira vanishing theorem by Ramanujam [46] proves the weakened version of the finiteness theorem. Sections 1 and 4 of Chapter II are devoted to the proofs of these theorems.

Furthermore, we can give a new proof of the structure theorem on the automorphism group \(\text{Aut}_k\ k[x, y]\) over a field of arbitrary characteristic, which is based on the foregoing arguments of eliminating the base points of the pencil \(\Lambda(f)\) and an easy lemma on reducible fibers of a fibration by rational curves (cf. Sections 2 and 3 of Chapter II).

In Sections 2 and 6 of Chapter II, some related topics are discussed. Let \(C_0\) be a nonsingular rational curve on \(\mathbb{A}^2_k := \text{Spec}(k[x, y])\) defined by \(f(x, y) = 0\); \(C_0\) may have one or more places at infinity. Let \(C_\alpha\) be the curve on \(\mathbb{A}^2_k\) defined by \(f(x, y) = \alpha\) for \(\alpha \in k\), and let \(\Lambda(f)\) be the linear pencil on \(\mathbb{P}^2_k\) defined by the inclusion of fields \(k(f) \hookrightarrow k(x, y)\), where \(\mathbb{A}^2_k\) is embedded into \(\mathbb{P}^2_k\) as the complement of a line \(\ell_0\). Then the generic member of \(\Lambda(f)\) is a rational curve if and only if \(f\) is a field generator, i.e., \(k(x, y) = k(f, g)\) for some \(g \in k(x, y)\) (cf. Lemma 2.4.1, Chapter II), and if \(f\) is a field generator then \(C_0\) has at most two points (including infinitely near points) on the line \(\ell_0\) at infinity (cf. Lemma 2.4.2, Chapter II). In Section 6 of Chapter II the following theorem is proved:
Assume that the characteristic of $k$ is zero. With the above notations, $f = c(x^dy^e - 1)$ after a suitable change of coordinates $x, y$ of $k[x,y]$, where $c \in k^*$ and $d$ and $e$ are positive integers with $(d,e) = 1$, if and only if the following conditions are met:

(a) $f$ is a field generator,

(b) $C_\alpha$ has exactly two places at infinity for almost all $\alpha \in k$,

(c) $C_\alpha$ is connected for every $\alpha \in k$.

In Section 5 of Chapter II, we shall study the structure of the affine coordinate ring $A := k[x, y, f/g]$ of a hypersurface on $\mathbb{A}^3_k$ of the type: $gz - f = 0$, where $f, g \in k[x, y]$ and $(f, g) = 1$. Namely, we shall show that the divisor class group $Cl(A)$ and the multivariate group $A^*$ are completely determined if $\text{Spec}(A)$ has only isolated singularities, and that, in case of $\text{char}(k) = 0$, $\text{Spec}(A)$ has nontrivial $G_{a^*}$-action if and only if $g \in k[y]$ after a suitable change of coordinates $x, y$ of $k[x,y]$.

3. Let $k$ be an algebraically closed field of characteristic $p > 0$. Let $X$ be a nonsingular projective surface, and let $f : X \to \mathbb{P}^1$ be a surjective morphism such that a general fiber of $f$ is an irreducible rational curve with a single cusp as its singularity. Then the generic fiber $X_{\mathcal{O}}$ of $f$ with the unique singular point deleted off is a purely inseparable form of $\mathbb{A}^1$ over the function field $\mathcal{O} := k(\mathbb{P}^1)$, and $X$ is a unirational surface over $k$. In Chapter III, we shall describe the structure of such a surface $X$ in the case where the arithmetic genus $g$ of $X$ is either 1 or 2, under the additional assumption that $f$ has a rational cross-section. When $g = 1$ then $p$ is either 2 or 3 and $X$ is a unirational quasi-elliptic surface; there exist $K3$-surfaces and surfaces with canonical dimension $\kappa = 1$ besides rational surfaces (cf. Theorems 2.1.1 and 2.1.2, Chapter II). When $g = 2$ then $p$ is either 2 or 5; if $p = 5$ there exist $K3$-surfaces and surfaces of general type besides rational surfaces (cf. Section 3, Chapter III).
Notations and conventions

Notations and conventions of the present notes conform to the general current practice. Therefore we shall make some additional notes below.

1. Let $A$ be an algebra over a field $k$. Then $A^*$ denotes the multiplicative group of invertible elements of $A$; thus $k^*$ denotes $k - (0)$. If $A$ is an integral domain $Q(A)$ denotes the quotient field of $A$. A unique factorization domain $A$ is sometimes called a factorial domain (or ring). If $A_{\mathfrak{P}}$ is factorial for every prime ideal $\mathfrak{P}$ of $A$ then $A$ is called locally factorial. For an affine $k$-variety $X$, the affine coordinate ring of $X$ is denoted by $k[X]$ if there is no fear of confusing $k[X]$ and a polynomial ring over $k$.

2. The $n$-dimensional affine space and projective space defined over $k$ are denoted respectively by $A^n_k$ (or $A^n$) and $P^n_k$ (or $P^n$). We denote by $A^1_k$ the $k$-scheme isomorphic to the underlying $k$-scheme of the multiplicative $k$-group scheme $G_m := \text{Spec}(k[t, t^{-1}])$. The additive $k$-group scheme is denoted by $G_a$ (or $G_{a,k}$).

3. Let $V$ be a nonsingular projective surface defined over an algebraically closed field. Then we use the following notations:

$K_V$: a canonical divisor (or the canonical divisor class) of $V$.

$\omega_V$: the dualizing invertible sheaf on $V$, i.e., $\omega_V \cong \mathcal{O}_V(K_V)$.

$\chi(\mathcal{O}_V)$ (or $\chi(V, \mathcal{O}_V)$): the Euler-Poincare characteristic of $V$,

$$\chi(\mathcal{O}_V) = \sum_{i=0}^{2} (-1)^i \dim H^i(V, \mathcal{O}_V).$$

$P_r(V)$: the $r$-genus of $V$ for a positive integer $r$, i.e., $P_r(V) = \dim H^0(V, \omega_V^{\otimes r})$.

$P_g(V)$: the geometric genus of $V$.

$P_a(V)$: the arithmetic genus of $V$, i.e., $P_a(V) = \chi(\mathcal{O}_V) - 1$.

$\kappa(V)$ (or $\kappa$): the canonical dimension of $V$, i.e., $\kappa(V) = \sup \dim \rho_r(V)$ where $\rho_r$ is the $r$-th canonical mapping of $V$ defined by $|rK_V|$. 
Let $D$ and $D'$ be divisors on $V$. Then we use the notations:

- $\mathcal{O}_V(D)$: the invertible sheaf attached to $D$.
- $p_a(D)$: the arithmetic genus of $D$, i.e., $p_a(D) = \frac{1}{2}(D \cdot D + K_V) + 1$.
- $(D \cdot D')$: the intersection multiplicity of $D$ and $D'$.
- $(D^2)$: the self-intersection multiplicity of $D$.
- $D \sim D'$: $D$ is linearly equivalent to $D'$.
- $D > 0$: $D$ is an effective divisor.
- $|D|$: the complete linear system defined by $D$.
- $|D| - \sum m_i p_i$: the linear subsystem of $|D|$ consisting of members of $|D|$ which pass through the points $p_i$'s with multiplicities $\geq m_i$, where $m_i$'s are positive integers.

Let $C$ be an irreducible curve on $V$ and let $P$ be a point on $C$. Then $\text{mult}_P C$ denotes the multiplicity of $C$ at $P$.

4. Let $f : W \to V$ be a birational morphism of nonsingular projective surfaces. If $D$ is an effective divisor on $V$ then $f^*(D)$ denotes the total transform (or the inverse image as a cycle) of $D$ by $f$; $f^*(D)$ denotes the proper transform of $D$ by $f$. If $C$ is an irreducible curve on $V$, $f^{-1}(C)$ denotes the set-theoretic inverse image of $C$ by $f$. On the other hand, if $D'$ is an effective divisor on $W$ then $f_*(D')$ denotes the direct image of $D'$ by $f$ as a cycle. If $\Lambda$ is a linear pencil on $V$ consisting of effective divisors then $f^*\Lambda$ denotes the proper transform of $\Lambda$; namely, if $f^*\Lambda$ is the linear pencil on $W$ consisting of the total transforms $f^*D$ of members $D$ of $\Lambda$ then $f^*\Lambda$ is the pencil $f^*\Lambda$ with all fixed components deleted off. If $\Lambda'$ is a linear pencil on $W$ consisting of effective divisors then $f_*\Lambda'$ denotes the linear pencil on $V$ consisting of the direct images $f_*D'$ of members $D'$ of $\Lambda'$.

5. If $f : W \to V$ is a finite morphism of nonsingular projective surfaces then the notations $f^*(C)$, $f^{-1}(C)$ and $f_*(C')$ conform to those in the case where $f$ is a birational morphism.
6. Let $\Lambda$ be an irreducible linear pencil of effective divisors on a nonsingular projective surface $V$. An irreducible curve $S$ on $V$ is called a quasi-section if $S$ is not contained in any member of $\Lambda$ and $\Lambda$ has no base points on $S$. A quasi-section $S$ of $\Lambda$ is called a cross-section of $\Lambda$ if $(S \cdot D) = 1$ for a general member $D$ of $\Lambda$.

7. A surface $V$ defined over a field $k$ is said to be unirational over $k$ if there exists a dominating rational mapping $f : \mathbb{P}^2_k \rightarrow V$.

8. The present notes consist of three chapters. When we refer to a result stated in the same chapter we only quote the number of the paragraph (e.g. (cf. Theorem 1.1) or (cf. 1.1)); when we refer to a result stated in other chapters we quote it with the number of chapter (e.g. (cf. Theorem (I.1.1)) or (cf. I.1.1)).
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Part I

Geometry of the affine line

1 Locally nilpotent derivations

1.1 Throughout this section, $x$ denotes a fixed field of characteristic $p$. Let $A$ be a $k$-algebra. A **locally finite higher derivation** on $A$ is a set of $k$-linear endomorphisms $D = \{D_0, D_1, \ldots\}$ of the $k$-vector space $A$ satisfying the following conditions:

1. $D_0 = \text{identity}; D_i(ab) = \sum_{j+\ell=i} D_j(a)D_\ell(b)$ for any $a, b$ of $A$.
2. For any element $a$ of $A$, there exists an integer $n > 0$ such that $D_m(a) = 0$ for every integer $m \geq n$.
   The higher derivation $D$ is called **iterative** if $D$ satisfies the additional condition:

3. $D_iD_j = \binom{i+j}{i}j^\ell D_{i+j}$ for all $i, j \geq 0$.

If $D = \{D_0, D_1, \ldots\}$ is a locally finite higher derivation of $A$, then $D_1$ is a $k$-trivial derivation on $A$. If $D$ is iterative, it is an easy exercise to show that:

3-1) If the characteristic $p$ is zero, $D_i = \frac{1}{i!}(D_1)^i$ for every $i > 0$;
If \( p \) is positive, \( D_i = \frac{(D_1)^{i_0}(D_p)^{i_1} \ldots (D_p)^{i_r})^{i_r}}{(i_0)! (i_1)! \ldots (i_r)!} \), where \( i = i_0 + i_1 p + \ldots + i_r p^r \) is a \( p \)-adic expansion of \( i \).

The fact (3-1) implies that if \( p = 0 \) a locally finite iterative higher derivation \( D \) is completely determined by \( D_1 \), which satisfies the condition that, for any element \( a \) of \( A \), \( D^n(a) = 0 \) for sufficiently large \( n \). Such a \( k \)-trivial derivation on \( A \) is called \textit{locally nilpotent}. 

1.2

\textbf{Lemma.} Let \( A \) be a \( k \)-algebra. Then the following conditions are equivalent to each other:

(1) \( D \) is a locally finite higher derivation on \( A \).

(2) The mapping \( \varphi : A \to A[t] \) given by \( \varphi(a) = \sum_{i\geq 0} D_i(a)t^i \) is a homomorphism of \( k \)-algebras, where \( t \) is an indeterminate. Similarly, the following conditions are equivalent to each other:

(1′) \( D \) is a locally finite iterative higher derivation on \( A \).

(2′) \( \varphi : A \to A[t] \) defined in the above condition (2) is a homomorphism of \( k \)-algebras such that \( (\varphi \otimes \text{id})\varphi = (\text{id} \otimes \Delta)\varphi \), where \( \Delta : k[t] \to k[t] \otimes k[t] \) is a homomorphism of \( k \)-algebras defined by \( \Delta(t) = t \otimes 1 + 1 \otimes t \) (cf. the commutative diagram below);

\[
\begin{array}{ccc}
A & \xrightarrow{\varphi} & A[t] = A \otimes k[t] \\
\downarrow{\varphi} & & \downarrow{\varphi \otimes \text{id}} \\
A \otimes k[t] & \xrightarrow{\text{id} \otimes \Delta} & A \otimes k[t] \otimes k[t]
\end{array}
\]

(3′) \( a_\varphi : \text{Spec}(A) \times_{k} G_{a,k} \to \text{Spec}(A) \) is an action of the additive \( k \)-group scheme \( G_{a,k} \) on \( \text{Spec}(A) \).
Proof. The equivalence of the conditions (1) and (2) is a reformulation of the definition. The equivalence of the conditions \( (1') \), \( (2') \) and \( (3') \) follows easily from an equality:

\[
\sum_{i,j \geq 0} D_i D_j (a) \otimes t^i \otimes t^j = \sum_{\ell \geq 0} D_{\ell} (a) \otimes (1 + t)^\ell.
\]

\[\square\]

1.3

Let \( D = \{D_0, D_1, \ldots\} \) be a locally finite higher derivation on a \( k \)-algebra \( A \). An element \( a \) of \( A \) is called a \( D \)-constant if \( D_n (a) = 0 \) for every \( n > 0 \), or synonymously if \( \varphi (a) = a \). The set \( A_0 \) of all \( D \)-constants is clearly a \( k \)-subalgebra of \( A \).

1.3.1

Lemma. Let \( A, D \) and \( A_0 \) be as above. Assume that \( A \) is an integral domain. Then the following assertions hold:

1. \( A_0 \) is an inert subring of \( A \). Namely, if \( a = bc \) with \( a \in A_0 \) and \( b, c \in A \) then \( b, c \in A_0 \). Therefore, if \( A \) is a unique factorization domain and \( A_0 \) is noetherian, \( A_0 \) is a unique factorization domain.

2. \( A^* := \) the multiplicative group of invertible elements in \( A \) is contained in \( A_0 \); hence \( A^* = A_0^* \).

3. \( A_0 \) is integrally closed in \( A \).

Proof. (1) Assume that \( a = bc \) with \( a \in A_0 \) and \( b, c \in A \), then \( a = \varphi (b) \varphi (c) \), whence \( \deg_t \varphi (b) = \deg_t \varphi (c) = 0 \). This shows that \( b, c \in A_0 \).

(2) Let \( a \in A^* \) and let \( b \) be its inverse. Then \( \varphi (a) \varphi (b) = 1 \) whence \( \deg_t \varphi (a) = \deg_t \varphi (b) = 0 \). Hence \( a \in A_0 \).

(3) Assume that an element \( a \) of \( A \) satisfies a monic equation,

\[
X^n + c_1 X^{n-1} + \cdots + c_n = 0 \quad \text{with} \quad c_1, \ldots, c_n \in A_0.
\]
Then, by applying $\varphi$, one gets
\[ \varphi(a)^n + c_1\varphi(a)^{n-1} + \cdots + c_n = 0, \]
whence follows that $\deg_1 \varphi(a) = 0$. Hence $a \in A_0$. \hfill \Box

1.3.2

Assume that $A$ is an integral domain, and let $K$ be the quotient field of $A$. The $k$-algebra homomorphism, $\varphi : A \to A[t]$ associated with a locally finite higher derivation $D$ is naturally extended to a homomorphism $\phi : K \to K[[t]]$ by setting
\[ \phi \left( \frac{a}{b} \right) = \frac{\varphi(b)}{\varphi(a)} \quad \text{for } a, b \in A \text{ with } a \neq 0. \]

The homomorphism $\phi$ defines, in turn, a $k$-trivial higher derivation $D = \{D_0 = \text{id}, D_1, \ldots \}$ on $K$ such that $\phi(\lambda) = \sum_{i \geq 0} D_i(\lambda)t^i$ for $\lambda \in K$ and that $D_i|_A = D_i$ for every $i \geq 0$. We set $K_0 := \{\lambda \in K; D_1(\lambda) = 0 \text{ for every } i > 0\}$. Then $K_0$ is a sub field of $K$, and for $\lambda \in K$, $\lambda \in K_0$ if and only if $\phi(\lambda) = \lambda$. We have the following:

**Lemma.** With the notations as above, the following assertions hold:

1. $K_0$ is algebraically closed in $K$.
2. $K_0 \cap A = A_0$; if $D$ is iterative $K_0$ is the quotient field of $A_0$.

**Proof.**

1. Assume that $\lambda \in K$ satisfies an algebraic equation.
\[ X^n + \mu_1X^{n-1} + \cdots + \mu_n = 0 \quad \text{with } \mu_1, \ldots, \mu_n \in K_0. \]

Then, by applying $\phi$, one obtains
\[ \phi(\lambda)^n + \mu_1\phi(\lambda)^{n-1} + \cdots + \mu_n = 0. \]

Note that if $\phi(\lambda) \neq \lambda$ then $\phi(\lambda)$ is analytically independent over $K$; hence $\phi(\lambda)$ does not satisfy a nontrivial algebraic equation over $K_0$. Thus $\phi(\lambda) = \lambda$, i.e., $\lambda \in K_0$.  

18
(2) The equality $K_0 \cap A = A_0$ is clear because $\phi(a) = \varphi(a)$ for $a \in A$. Assume now that $D$ is iterative. We have only to show that any $\lambda \in K_0$ is written as $\lambda = b_0/a_0$. Write $\lambda = b/a$ with $a, b \in A$ and $a \neq 0$. Let

$$\varphi(a) = a + a_1t + \cdots + a_mt^m \quad \text{with} \quad a_m \neq 0$$

and

$$\varphi(b) = b + b_1t + \cdots + b_nt^n \quad \text{with} \quad b_n \neq 0.$$ 

Since $D_i(a_m) = D_iD_m(a) = \binom{i+m}{i}D_{i+m}(a) = 0$ for $i > 0$, we know that $a_m \in A_0$. Similarly, $b_n \in A_0$. Since $\phi(\lambda) = \lambda$ implies that $a\varphi(b) = b\varphi(a)$ we have: $n = m$ and $ab_n = ba_m$. Hence $b/a = b_n/a_m$.

\[ \square \]

1.3.3

If $D$ is not iterative $K_0$ is not necessarily the quotient field of $A_0$, as is shown by

**Example.** Let $A := k[x, y]$ be a polynomial ring in two variables over $k$. Define a $k$-algebra homomorphism

$$\varphi : A \to A[t] \quad \text{by} \quad \varphi(x) = x + xt \quad \text{and} \quad \varphi(y) = y + yt$$

which defines a locally finite derivation $D$ on $A$. With respect to this higher derivation, $A_0 = k$, while, after extending $\varphi$ to a $k$-algebra homomorphism $\phi : k(x, y) \to k(x, y)[[t]]$, we have $\phi(y/x) = y(1 + t)/x(1 + t) = y/x$. Thus, $K_0 \neq$ the quotient field of $A_0$.

1.4

We prove the following:

**Lemma.** Assume that $A$ is an integral domain and that $D$ is iterative. If there exists an element $u$ of $A$ such that $D_1(u) = 1$ and $D_i(u) = 0$ for all $i > 1$, then $A = A_0[u]$ and $u$ is algebraically independent over $A_0$. 

Geometry of the affine line

Proof. For any element \( a \) of \( A \) we set \( \ell(a) := \deg\varphi(a) \) and call it the \( D \)-length of \( a \). By induction on the \( D \)-length \( \ell(a) \) we show that \( a \in A_0[u] \). If \( \ell(a) = 0 \) then \( a \in A_0 \). Assume that \( n : \ell(a) > 0 \). Let \( a_n := D_n(a) \). Then, as was noted in the proof of Lemma 1.3.2, \( a_n \in A_0 \). Since \( \ell(a - a_nu^n) < n \) we know that \( a - a_nu^n \in A_0[u] \), hence that \( a \in A_0[u] \). Therefore we know that \( A = A_0[u] \). By virtue of Lemma 1.3.2, it is clear that \( u \) is algebraically independent over \( A_0 \). □

1.5

In studying an integral domain \( A \) endowed with a locally finite iterative higher derivation, a key result is the following:

Lemma. Assume that \( A \) is an integral domain and that \( D \) is iterative. If \( D \) is nontrivial (i.e., \( A \neq A_0 \)) then there exist an element \( c \neq 0 \) of \( A_0 \) and an element \( u \) of \( A \) such that \( A[c^{-1}] = A_0[c^{-1}][u] \), where \( u \) is algebraically independent over \( A_0 \). Conversely, if \( A \) is finitely generated over a subring \( A_0 \) the existence of elements \( c \) and \( u \) satisfying the above conditions implies that \( A \) has a locally finite iterative higher derivation.

1.5.1

The proof of the above lemma is given in the paragraphs 1.5.1 \sim 1.5.4. Let \( A_i := \{ a \in A; D_n(a) = 0 \text{ for all } n > i \} \). Then \( A_i \) is an \( A_0 \)-module, and we have \( A = \bigcup_{i \geq 0} A_i \). An integer \( n \) is called a jump index if \( A_{n-1} \not\subseteq A_n \).

If 1 is a jump index, let \( u \) be an element of \( A_1 - A_0 \) and let \( c = D_1(u) \). Then \( c \in A_0 \). The higher derivation \( D \) can be extended naturally to a locally finite iterative higher derivation on \( A[c^{-1}] \) by setting \( D_i(a/c') = D_i(a)/c' \), with respect to which the ring of \( D \)-constants is \( A_0[c^{-1}] \). Since \( D_i(u/c) = 1 \) and \( D_i(u/c) = 0 \) for all \( i > 1 \) we have by virtue of 1.4 that \( A[c^{-1}] = A_0[c^{-1}][u] \). If the characteristic \( p \) is zero, let \( a \) be an element of \( A \) such that \( s := \ell(a) > 0 \) and let \( u := D_{s-1}(a) \). Then \( u \in A_1 - A_0 \). Hence 1 is a jump index, and we have \( A[c^{-1}] = A_0[c^{-1}][u] \) with \( c = sD_s(a) \). Thus we may assume in the rest of the proof that the characteristic \( p \) is positive and that the first jump index is larger than 1.
1.5.2

Lemma. With the notations and assumptions as above we have the following:

1. The first jump index \( n \) is a power of \( p \), say \( n = p^r \).

2. The \( m \)-th jump index is \( mp^r (m = 1, 2, \ldots) \).

Proof. (1) Let \( n \) be the first jump index, and let

\[
    n = n_0 + n_1 p + \cdots + n_r p^r \quad \text{with} \quad n_r \neq 0
\]

be the \( p \)-adic expansion of \( n \). Assume that \( n \) is not a power of \( p \). Then we have: Either (i) \( n_0 \geq 1 \) or (ii) \( n_0 = 0 \) and \( n_1 + \cdots + n_r \geq 2 \). In case (i), \( n \equiv 0 \) (mod \( p \)). Let \( a \) be an element of \( A_n - A_{n-1} \), and let \( a' = D_{n-1}(a) \). Then \( a' \in A_1 - A_0 \) because \( D_1(a') = D_1D_{n-1}(a) = nD_n(a) \neq 0 \) and \( D_i(a') = (n+i-1)D_{n+i-1}(a) = 0 \) for \( i > 1 \). This contradicts the assumption that \( n > 1 \). In case (ii), let \( a'' \) be an element of \( A_{n} - A_{n-1} \), and let \( a''' = D_{p^r}(a) \). Since \( D_i(a'') = D_iD_{p^r}(a) = (p^{r+i})D_{p^{r}+i}(a) = 0 \) for \( i > n - p^r \) and \( n - p^r < n - 1 \), we know that \( a'' \in A_{n-p^r} = A_0 \). On the other hand, \( D_{n-p^r}(a'') = D_{n-p^r}D_{p^r}(a) = n_pD_n(a) \neq 0 \), which implies that \( a'' \notin A_0 \) because \( n - p^r \geq 1 \). This is a contradiction. Thus \( n = p^r \).

(2) Let \( u \in A_{p^r} - A_0 \). For any integer \( m \geq 1 \), \( u^m \in A_{mp^r} - A_{mp^r-1} \) because \( \varphi(u^m) = \varphi(u)^m \) and \( D_{p^r}(u) \) is the leading coefficient of a polynomial \( \varphi(u) \) in \( t \). Hence \( mp^r \) is a jump index for \( m = 1, 2, \ldots \).

Let \( q \) be the least jump index which is not a multiple of \( p^r \), and let

\[
    dp^r < q < (d + 1)p^r \quad \text{with} \quad d \geq 1.
\]

Let \( a \in A_q - A_{q-1} \) and let \( a' = D_{dp^r}(a) \). Let \( q_0 := q - dp^r < p^r \). Then \( D_{q_0}(a') = D_{q_0}D_{dp^r}(a) = D_q(a) \neq 0 \), which implies that \( A_{q_0} \nsubseteq A_{q_0} \), because \( a' \in A_{q_0} - A_0 \). This is a contradiction. Therefore, every jump index is of the form \( mp^r (m = 1, 2, \ldots) \).

\(\square\)
1.5.3

**Proof of Lemma 1.5.** Let \( u \in A_{p'} - A_0 \). First, we assert that if \( D_m(u) \neq 0 \) for \( 0 < m \leq p' \) then \( m \) is a power of \( p \) and \( D_m(u) \in A_0 \). Indeed, assume that \( D_m(u) \neq 0 \) for \( 0 < m \leq p' \), and let

\[
m = m_0 + m_1p + \cdots + m_sp^s (m_s \neq 0)
\]

be the \( p \)-adic expansion of \( m \). If either \( m_i \geq 2 \) or \( m_i \neq 0 \) for \( i < s \), let \( a = D_{p'}(u) \). Then \( D_{m_i}(a) = D_{m_i-p'}D_{p'}(u) = m_iD_m(u) \neq 0 \) and \( D_i(a) = 0 \) if \( i > p' - p^s \); hence \( a \in A_{p' - p^s} - A_0 \). This is a contradiction. Thus, \( m \) is a power of \( p \). On the other hand, \( D_m(u) \in A_{p' - m} = A_0 \) since \( m > 0 \). The first assertion is now verified. Let \( c \) be the product of all \( D_m(u) \neq 0 \) for \( 0 < m \leq p' \). Since \( c \in A_0 \), we can extend \( D \) uniquely to \( A[c^{-1}] \). Now, we assert that \( A[c^{-1}] = A_0[c^{-1}][u] \). For this, we have only to show that every element \( a \) of \( A \) is contained in \( A_0[c^{-1}][u] \). For \( a \in A \), there exists an integer \( m \) such that \( a \in A_{mp'} \). Let \( a_1 := a - D_{mp'}(a)D_{p'}(u) - m_0m_0 \). Then \( D_{mp'}(a_1) = 0 \), whence \( a_1 \in A_{(m-1)p'} \). By induction on \( m \) we know that \( a \in A_0[c^{-1}][u] \). By virtue of Lemma 1.3.2, it is clear that \( u \) is algebraically independent over \( A_0 \).

1.5.4

**Proof continued.** Conversely, assume that \( A[c^{-1}] = A_0[c^{-1}][u] \) for a subring \( A_0 \) and elements \( c \in A_0 \) and \( u \in A \), where \( u \) is algebraically independent over \( A_0 \) and \( A \) is finitely generated over \( A_0 \). Define a locally finite iterative higher derivation \( \Delta \) on \( A[c^{-1}] \) by a homomorphism of \( A_0[c^{-1}]-\text{algebras} \varphi' : A[c^{-1}] \to A[c^{-1}][t'] \) (\( t' \) being a variable) such that \( \varphi'(u) = u + t' \). Since \( A \) is finitely generated \( \varphi' \) induces a homomorphism of \( A_0 \)-algebras \( \varphi : A \to A[t] \) with \( t' = C^N t \) for a sufficiently large integer \( N \). Then it is easy to see that \( \varphi \) defines a locally finite iterative higher derivation \( D \) on \( A \) such that \( A_0 \) is the set of \( D \)-constants in \( A \).

1.6

In this paragraph, we assume that \( A \) is an integral domain and \( A \) is finitely generated over \( k \). Let \( D \) be a locally finite higher derivation.
As in [3] we denote by $A_0$, $K$ and $K_0$ the subring of $D$-constants, the quotient field of $A$ and the sub field of $D$-constants of $K$, respectively. Concerning a problem whether $A_0$ is finitely generated over $k$, we have only a partial result due to Zariski (cf. Nagata [41; p.52]), which is stated as follows:

**Lemma.** With the notations and assumptions as above, we have:

1. If $\text{trans.} \deg_k K_0 = 1$, then $A_0$ is finitely generated over $k$.

2. If $A$ is normal and $\text{trans.} \deg_k K_0 = 2$, then $A_0$ is finitely generated over $k$.

2 Algebraic pencils of affine lines

In this section the ground field $k$ is assumed to be algebraically closed.

2.1

Let $A$ be an affine $k$-domain (i.e., a $k$-algebra which is finitely generated over $k$ and is an integral domain), and let $D$ be a locally finite higher derivation on $A$. Let $A_0$ be the subring of $D$-constants, and let $K$ and $K_0$ be respectively the quotient field of $A$ and the sub field of $D$-constants of $K$. Let $X := \text{Spec}(A)$, and let $f : X \times \mathbb{A}^1 \to X$ be the $k$-morphism associated with $\varphi : A \to A[t]$ (cf. 1.2). For any point $P$ of $X$, denote by $C(P)$ the image $f(P \times \mathbb{A}^1)$ on $X$. Then $C(P)$ is either a point or a closed irreducible rational curve with one place at infinity. If $A \neq A_0$ then the set $\mathcal{F} := \{C(P); P \in X, C(P) \neq \text{a point}\}$ is a family of irreducible rational curves with one place at infinity. If $D$ is iterative $f$ is the morphism giving rise to an action of the additive group scheme $G_a$ (cf. 1.2) and $\mathcal{F}$ is the set of $G_a$-orbits; $\mathcal{F}$ contains a subset $\mathcal{F}'$ whose members are parametrized by $\text{Spec}(A_0[t^{-1}])$ (cf. 1.5). In this section, we shall study the set $\mathcal{F}$ more closely when $\dim A = 2$.

---

1 An irreducible curve $C$ on an affine variety is said to have one place at infinity if $C$ has only one place having no center on $X$. 
2.2

Let \( Y := \text{Spec}(A_0) \), and let \( q : X \to Y \) be the morphism associated with the inclusion \( A_0 \hookrightarrow A \). Then we have: \( q \cdot f = q \cdot \text{pr}_1 \), where \( \text{pr}_1 : X \times A^1 \to X \) is the projection to the first factor. Hence \( q(C(P)) = q(P) \) for \( P \in X \); namely \( C(P) \) is contained in a fiber of \( q \). Moreover, if \( K_0 = \mathcal{Q}(A_0) (= \text{the quotient field of } A_0) \), then the general fibers of \( q \) are irreducible.

2.2.1

**Lemma.** Assume that \( k \) is of characteristic zero, \( D \) is nontrivial, \( \dim A = 2 \) and \( A \) is normal. Assume, moreover, that \( K_0 = \mathcal{Q}(A_0) \) and \( \text{trans.deg}_k K_0 = 1 \). Then there exist elements \( c \in A_0 \) and \( u \in A \) such that \( A[c^{-1}] = A_0[c^{-1}][u] \), where \( u \) is algebraically independent over \( A_0 \).

**Proof.** Note that \( Y := \text{Spec}(A_0) \) is a nonsingular curve since \( A \) is normal (cf. Lemma [1.3.1] (3)). Embed \( X \) into a projective surface \( V \) as an open set; we may assume that \( V \) is nonsingular at every point of \( V \) if \( \Lambda \) has no base points on \( X \). We may assume that \( \Lambda \) is a linear pencil if \( \Lambda \) has base points. Indeed, \( \pi|_S : S \to Y \) is a generically one-to-one mapping. Hence it is birational.

---

2Since \( V \) is nonsingular at every point of \( V \), \( \Lambda \) is a linear pencil if \( \Lambda \) has base points.

1Indeed, \( \pi|_S : S \to Y \) is a generically one-to-one mapping. Hence it is birational.
Indeed, if trans-fibers of \( D \) higher derivation \((A)\) is given by the following:

\[ (A) \text{ gives rise to a homomorphism of } A \]

defines a locally finite higher derivation \( \phi \) \( D \) subring of \( A \)

Note that if the curves in \( F \) all of which are zero, we can define a locally finite higher derivation \( D' \) on \( A[c^{-1}] \) by a homomorphism of \( A_0[c^{-1}] \)-algebras \( \varphi' : A[c^{-1}] \to A[c^{-1}][t'] \) (\( t' \) being a variable) given by \( \varphi'(u) = u + \sum_{i=1}^{n} g_i(u)t'^i \).

Since \( A \) is finitely generated over \( A_0 \) we may find an integer \( N > 0 \) such that the homomorphism \( \varphi' : A[c^{-1}] \to A[c^{-1}][t'] \to A[c^{-1}][t] \) with \( t' = c^N t \) gives rise to a homomorphism of \( A_0 \)-algebras \( \varphi : A \to A[t] \).

Then \( \varphi \) defines a locally finite higher derivation \( D \) on \( A \) such that \( A_0 \) is the subring of \( D \)-constants in \( A \), \( \bar{Q}(A_0) \) is the sub field of \( D \)-constants in \( K := \bar{Q}(A) \) and \( \text{trans.deg}_k K_0 = 1 \).

Note that if the curves in \( \mathcal{F} \) have a point in common we have \( A_0 = k \). Indeed, if \( \text{trans.deg}_k Q(A_0) \geq 1 \) two curves in \( \mathcal{F} \) belonging to distinct fibers of \( q : X \to Y \) have no points in common. Hence, \( \text{trans.deg}_k Q(A_0) = 0 \), which implies that \( A_0 = k \). An example of a locally finite higher derivation \( D \), in which the curves in \( \mathcal{F} \) have a point in common, is given by the following:

**Example.** Let \( A \) be the affine ring of the affine cone of an irreducible projective variety \( U \). Write \( A = k[Z_0, \ldots, Z_m]/(F_1, \ldots, F_m) \), where \( F_1, \ldots, F_m \) are homogeneous polynomials in \( k[Z_0, \ldots, Z_m] \). Define a higher derivation \( D' \) on \( k[Z_0, \ldots, Z_m] \) by \( D'_0 = \text{i.d.}, D'_1(Z_i) = Z_i \) and \( D'_j(Z_i) = 0 \)
for $0 \leq i \leq n$ and $j \geq 2$. Then $D'$ induces a nontrivial locally finite higher derivation $D$ on $A$; the set $\mathcal{F}$ consists of lines in $\mathbb{A}^{n+1}$ connecting the point $(0, \ldots, 0)$ and points of $U$; $A_0 = k$ and $K_0 (= \text{the subfield of } D\text{-constants in } K := Q(A)) \cong k(U)$.

2.3

An interesting problem is to ask the following: Let $X$ be an affine surface defined over $k$ and let $\mathcal{F}$ be an algebraic family of the affine lines on $X$; when are all (or almost all) members of $\mathcal{F}$ of the form $C(P)$ with $P \in X$ for a locally finite (or locally finite iterative) higher derivation on the affine ring of $X$? A partial answer to this problem is given by the following:

**Theorem.** Let $A$ be a regular, rational, affine $k$-domain of dimension 2 and let $X$ be the affine surface defined by $A$. Assume that $k$ is of characteristic zero, that $A$ is a unique factorization domain and that $A^\times = k^\times$. Let $\mathcal{F}$ be an algebraic family of closed curves on $X$ parametrized by a rational curve such that a general member of $\mathcal{F}$ is an affine rational curve with only one place at infinity and that two distinct general members of $\mathcal{F}$ have no intersection on $X$. Then there exists a locally finite iterative higher derivation $D$ on $A$ such that almost all members of $\mathcal{F}$ are the $G_a$-orbits with respect to the associated $G_a$-action on $X$.

2.3.1

The proof of the above theorem is given in the paragraphs 2.3.1 – 2.3.3.

Let us embed $X$ into a nonsingular projective surface $V$ as an open set; note that $V - X$ is of pure co-dimension 1 in $V$. We have then:

**Lemma.** Let $A$, $X$ and $V$ be as above. If $V - X$ is irreducible then $V$ is isomorphic to the projective plane $\mathbb{P}^2$ and $V - X$ is isomorphic to a line.

**Proof.** Let $V_0$ be a relatively minimal rational surface dominated by $V$; $V_0$ is isomorphic to $\mathbb{P}^2$ or $F_n(n \geq 0, n \neq 1)$; $V$ is obtained from $V_0$ by a succession of quadratic transformations $V = V_r \rightarrow \ldots \rightarrow V_0$. Then Pic($V$) is isomorphic to a free $\mathbb{Z}$-module of rank $r + 1$ or $r + 2$ according
as $V_0 \cong \mathbb{P}^2$ or $V_0 \cong F_n$. The assumption that Pic($X$) = (0) and $V - X$ is irreducible implies that $V = V_0 \cong \mathbb{P}^2$ and $V - X$ is a line.

2.3.2

**Lemma.** Let $A, X$ and $V$ be as above. Then there exists an irreducible linear pencil $\Lambda$ on $V$ such that for a general member $C$ of $\Lambda$, $C \cap X$ is a member of $\mathcal{F}$.

**Proof.** Let $T$ be a rational curve and let $W$ be a sub variety of $X \times T$ such that if we denote by $p_1$ and $p_2$ the projections of $W$ onto $X$ and $T$ respectively, then for any point $t$ of $T$, $p_1 \ast (p_2^{-1}(t))$ is a member of $\mathcal{F}$. Since two distinct members of $\mathcal{F}$ have no intersection on $X$, it is easy to ascertain that $p_1 : W \rightarrow X$ is a birational morphism and general fibers of $p_2 : W \rightarrow T$ are irreducible. In other words, if we identify $k(X)$ with $k(W)$ by $p_1$ and $k(T)$ as a sub field of $k(W)$ by $p_2$, $k(T)$ is algebraically closed in $k(X)$. Hence $k(T)$ defines an irreducible linear pencil $\Lambda$ on $V$ such that for a general point $t$ of $T$, the member $C_t$ of $\Lambda$ corresponding to $t$ cuts out a member $C_t \cap X$ of $\mathcal{F}$ on $X$.

2.3.3

**Proof of the theorem.** By the second theorem of Bertini, a general member $C$ of the pencil constructed in 2.3.2 has no singular points outside base points of $\Lambda$. Since $\Lambda$ has no base points on $X$ and $C \cap X$ is a rational curve with only one place at infinity, $C \cap X$ is isomorphic to $\mathbb{A}^1$ and $\Lambda$ has at most one base point which will lie on $V - X$ if it exists. Then by replacing $V$ by the surface which is obtained from $V$ by a succession of quadratic transformations with centers at base points (including the infinitely near base points) of $\Lambda$ and replacing $\Lambda$ by its proper transform, we may assume that $\Lambda$ has no base points. Let $f : V \rightarrow \mathbb{P}^1$ be the morphism defined by $\Lambda$; $f$ has a cross-section $S$ such that $S \subset V - X$ (cf. the proof of Lemma 2.2.7). Since the general fibers of $f$ are isomorphic to $\mathbb{P}^1$, by virtue of [22; Theorem 1.8], there exists an affine open set $U(\neq \emptyset)$ of $\mathbb{P}^1$ such that $f^{-1}(U) \cong U \times \mathbb{A}^1$. Then $f^{-1}(U) \cap X = f^{-1}(U) - S \cap f^{-1}(U) \cong U \times \mathbb{A}^1$. 


The complement $X - f^{-1}(U) \cap X$ consists of a finitely many (mutually distinct) irreducible curves $G_1, \ldots, G_r$ which are defined by prime elements $a_1, \ldots, a_r$ of $A$, respectively. Then $k[f^{-1}(U) \cap X] = A[a^{-1}]$ with $a = a_1 \ldots a_r$. Let $B := k[U]$; $B$ is a subring of $A[a^{-1}]$ such that $A[a^{-1}] = B[u]$ for some element $u$ of $A$ which is algebraically independent over $B$. Write $B$ in the form $B = k[v, g(v)^{-1}]$ with $v \in B$ and $g(v) = \prod (v - \alpha_j)$ ($\alpha_1, \ldots, \alpha_s$ being mutually distinct elements of $k$).

Since $A^* = k^*$ and $A$ is a unique factorization domain, $(A[a^{-1}])/k^*$ is a free $\mathbb{Z}$-module of rank $r$ generated by $a_1, \ldots, a_r$. On the other hand, since $A[a^{-1}] = B[u]$ we have $(A[a^{-1}])/B$. Hence we have $r = s$.

We shall show that $f(X)$ is an affine open set of $\mathbb{P}^1$. Assume the contrary: $f(X) = \mathbb{P}^1$. Here we note that $V - X$ is not irreducible. Indeed, if so, $V \cong \mathbb{P}^2$ and $V - X$ is a line by virtue of \[2.3.1\] then two distinct general fibers of $f$ have to meet at a point on $V - X$ which is a contradiction. The irreducible components of $V - X$ other than the section $S$ correspond to a finite number of points $Q_1, \ldots, Q_m$ of $\mathbb{P}^1$ by $f$, i.e., $f(V - X \cup S) = \{Q_1, \ldots, Q_m\}$. Then the assumption $f(X) = \mathbb{P}^1$ implies that for every $1 \leq i \leq m$, $f^{-1}(Q_i) \cap X$ is not empty and consists of a finite number of irreducible curves which belong to $\{G_1, \ldots, G_r\}$. We may assume that \[
\bigcup_{1 \leq i \leq m} f^{-1}(Q_i) \cap X = G_1 \cup \ldots \cup G_r, \text{ with } r' \leq r.
\]

Let $f(G_{r+1} \cup \ldots \cup G_r) = \{Q_{m+1}, \ldots, Q_s\}$. Then $s' = s + 1$ since $U$ is obtained from $\mathbb{P}^1$ by deleting the points $v = \alpha_1, \ldots, v = \alpha_s$ and the points at infinity $v = \infty$; we have $s' \leq r$ since all irreducible curves of $X - f^{-1}(U) \cap X$ are sent to the points $Q_1, \ldots, Q_s$ by $f$. However, this is absurd since $r = s$. Therefore $f(X)$ is an affine open set of $\mathbb{P}^1$.

Let $A_0 := k[f(X)]$. Then $A_0$ is a subring of $A$, and there exists an element $a_0$ of $A_0$ such that $U = \text{Spec}(A_0[a_0^{-1}])$, $f^{-1}(U) \cap X = \text{Spec}(A[a_0^{-1}])$ and $A[a_0^{-1}] = A_0[a_0^{-1}][u]$. Now define a locally finite iterative higher derivation $D = \{D_0 = \text{id.}, D_1, \ldots\}$ by setting $D_1 = (1/i!)D'_i$, $D_1(b) = 0$ for any element $b$ of $A_0$ and $D_1(a_0) = a_0^N$ for a sufficiently large integer $N$ (cf. \[1.5.4\]). With respect to the $G_\alpha$-action on $X$ associated with $D$, almost all members of $\mathcal{F}$ are the $G_\alpha$-orbits.
2.3.4

The assumptions on \( A \) in the statements of the theorem imply that \( X \) is isomorphic to the affine plane (cf. 3.1 below).

2.4

Let \( X \) be a nonsingular affine surface defined over \( k \), and let \( \mathcal{F} \) be an algebraic family of closed curves parametrized by a curve \( T \) such that a general member of \( \mathcal{F} \) is an affine rational curve with only one place at infinity and that two distinct general members of \( \mathcal{F} \) have no intersection on \( X \). The proof of Lemma 2.3.2 slightly modified shows that there exists a nonsingular projective surface \( V \) containing \( X \) as an open set and an algebraic pencil \( \Lambda \) on \( V \) (whose members are parametrized by the complete normal model of \( T \)) such that almost all members of \( \mathcal{F} \) are cut out on \( X \) by members of \( \Lambda \); in fact, a general member of \( \mathcal{F} \) is isomorphic to \( \mathbb{A}^1 \). Thus we may speak of \( \mathcal{F} \) as an algebraic pencil of affine lines on \( X \) parametrized by \( T \). Given an algebraic pencil \( \mathcal{F} \) of affine lines on an affine surface, it is not necessarily true that almost all members of \( \mathcal{F} \) are \( G_a \)-orbits with respect to an action of \( G_a \) on \( X \). To construct such examples we need the following two lemmas.

2.4.1

**Lemma.** Let \( C \) be a nonsingular projective curve of genus \( g \). Let \( L \) be an ample line bundle on \( C \) and let \( E \) be a nontrivial extension of \( L \) by \( \mathcal{O}_C \) (if it exists at all). Let \( S \) be the section of the \( \mathbb{P}^1 \)-bundle \( \mathbb{P}(E) \) corresponding to \( L \) and let \( X = \mathbb{P}(E) - S \). Assume that the characteristic of \( k \) is zero or \( \deg L > 2g \). Then \( X \) is an affine surface such that the restriction onto \( X \) of the projection \( \mathbb{P}(E) \to C \) is a surjective morphism onto \( C \). Conversely, if an affine surface \( X \) is a \( \mathbb{P}^1 \)-bundle \( \mathbb{P}(E) \) over \( C \) deleted a section then \( X \) is isomorphic to an affine surface constructed in the above-mentioned way.

**Proof.** Let \( L \) be an ample line bundle on \( C \) and let \( E \) be a nontrivial extension of \( L \) by \( \mathcal{O}_C \). Assume that the characteristic of \( k \) is zero or \( \deg L > 2g \). Then it is known by Giesecker [15] that \( E \) is an ample vector
bundle on $C$ and the tautological line bundle $\mathcal{O}_{\mathbb{P}(E)}(1)$ is isomorphic to $\mathcal{O}_{\mathbb{P}(E)}(S)$. Therefore $S$ is an ample divisor on a nonsingular projective surface $\mathbb{P}(E)$ and $X = \mathbb{P}(E) - S$ is affine. It is clear that the restriction onto $X$ of the projection $\mathbb{P}(E) \to C$ is a surjective morphism onto $C$.

Conversely, let $E$ be a vector bundle on $C$ of rank 2, let $\mathbb{P}(E)$ be the $\mathbb{P}^1$-bundle associated with $E$ and let $S$ be the $\mathbb{P}(E)$ deleted a section $S$. Let $L'$ be the quotient line bundle of $E$ corresponding to the section $S$ and let $L$ be the kernel of $E \to L'$. We shall show that $L' \otimes L^{-1}$ is ample and that $X$ is isomorphic to $\mathbb{P}(E \otimes L^{-1})$ deleted the section $S'$ corresponding to $L' \otimes L^{-1}$. Since $X$ is affine, $S$ is irreducible and $\mathbb{P}(E)$ is nonsingular, the section $S$ regarded as a divisor on $\mathbb{P}(E)$ must be ample. Let $i : \mathbb{P}(E) \to \mathbb{P}(E \otimes L^{-1})$ be the canonical isomorphism. Then the section $S$ is transformed to the section $S'$ by $i$ and $X$ to the affine surface $\mathbb{P}(E \otimes L^{-1}) - S'$. Hence $S'$ is an ample divisor on $\mathbb{P}(E \otimes L^{-1})$. Let $j : C \to \mathbb{P}(E)$ be the isomorphism sending $C$ to $S$. Then $i \cdot j$ is an embedding. Taking account of the facts that $\mathcal{O}_{\mathbb{P}(E \otimes L^{-1})}(1) \cong \mathcal{O}_{\mathbb{P}(E \otimes L^{-1})}(S')$ and $(i \cdot j)^* (\mathcal{O}_{\mathbb{P}(E \otimes L^{-1})}(1)) = j^*(\mathcal{O}_{\mathbb{P}(E)}(1) \otimes L^{-1}) = L' \otimes L^{-1}$, we know that $L' \otimes L^{-1}$ is an ample divisor on $C$. □

### 2.4.2

The affine ring of an affine surface observed in 2.4.1 has no nontrivial locally finite iterative higher derivation. This is an immediate consequence of

**Lemma.** Let $V$ be a variety defined over $k$, let $L$ be a line bundle over $V$ and let $E$ be an extension of $L$ by $\mathcal{O}_V$. Let $X$ be the $\mathbb{P}^1$-bundle $\mathbb{P}(E)$ minus the section corresponding to $L$. If $H^0(X, L^{-1}) \neq 0$, $X$ has a nontrivial $G_a$-action. Conversely, assume that $X$ has a nontrivial $G_a$-action and that either there is no non-constant morphism from $\mathbb{A}^1$ to $V$ or $G_a$ acts along fibers of the canonical projection $\mathbb{P}(E) \to V$. Then $H^0(V, L^{-1}) \neq 0$.

**Proof.** Let $\mathcal{U} = \{U_i\}_{i \in I}$ be an affine open covering of $V$ such that $E|_{U_i}$ is $\mathcal{O}_{U_i}$-free for any $i \in I$, and let $\left\{ \begin{pmatrix} a_{ij} & b_{ij} \\ 0 & 1 \end{pmatrix} \right\}$ be the transition matrices of $E$ relative to $\mathcal{U}$, where $\{a_{ij}\}$ is the transition functions of $L$. $X$ is in fact an $\mathbb{A}^1$-bundle on $V$ with affine coordinates $\{x_i\}$ which are subject to $x_j - a_{ij}x_i + b_{ij}$ for any $i, j \in I$. If $H^0(V, L^{-1}) \neq 0$, we may assume
that there is a set of functions \( \{s_i\} \) on \( V \) such that \( s_i(\neq 0) \in \Gamma(V_i, O_V) \) and \( s_j = a_j s_i \) for any \( i, j \in I \). Define a nontrivial locally finite iterative higher derivation \( D = \{D_0, D_1, \ldots\} \) on \( \Gamma(U_i, O_V)[x_i] \) by \( D_0 = id., \) \( D_n(x^m) = 0 \) for \( n > 0 \) and \( D_n(x^m) = \binom{m}{n} x^{m-n} s_i^m \) if \( m \geq n \) and 0 otherwise, where \( \Gamma(U_i, O_V)[x_i] \) is the affine ring of \( \pi^{-1}(U_i) \), \( \pi \) being the restriction onto \( X \) of the projection \( \mathbb{P}(E) \to V \); \( D \) gives rise to a nontrivial \( G_{\alpha} \)-action on \( \pi^{-1}(U_i) \). It is now easy to ascertain that the \( G_{\alpha} \)-actions defined on \( \pi^{-1}(U_i) \) patch each other on \( \pi^{-1}(U_i \cap U_j) \) to give a nontrivial \( G_{\alpha} \)-action on \( X \). Assume next that \( X \) has a nontrivial \( G_{\alpha} \)-action on \( X \); by the assumption in the statement of Lemma, \( G_{\alpha} \) acts along fibers of \( \pi \). By virtue of \( \text{Lemma 1.3.2} \) the \( G_{\alpha} \)-invariant sub field in \( k(X) \) is \( k(V) \). For every \( i \in I \), the \( G_{\alpha} \)-action restricted on \( \pi^{-1}(U_i) \) gives rise to a \( \Gamma(U_i, O_V) \)-homomorphism \( \varphi_i : \Gamma(U_i, O_V)[x_i] \to \Gamma(U_i, O_V)[x_i, t], t \) being an indeterminate. Write \( \varphi_i(x_i) = s_i t^l \) (terms of lower degree in \( t \) with coefficients in \( \Gamma(U_i, O_V)[x_i] \), where \( n \geq 1, s_i \neq 0 \) and \( s_i \in \Gamma(U_i, O_V)[x_i] \). Since \( s_i \) is \( G_{\alpha} \)-invariant we have \( s_i \in \Gamma(U_i, O_V)[x_i] \cap k(V) = \Gamma(U_i, O_V) \). Moreover it is easy to see that \( s_i \) is independent of \( i \) and \( s_j = a_j s_i \) for \( i, j \in I \). Then \( \{s_i\}_{i \in I} \) gives a nonzero section of \( H^0(V, L^{-1}) \). Hence \( H^0(V, L^{-1}) \neq 0 \). 

\[ \square \]

\subsection*{2.4.3}

By virtue of \( \text{Lemma 2.4.1 and 2.4.2} \) we can present an example of an affine surface with an algebraic pencil of affine lines, on which there is no \( G_{\alpha} \)-action such that general members of the pencil are the \( G_{\alpha} \)-orbits. We shall content ourselves with the following:

\textbf{Example.} Let \( \Delta \) be the diagonal on the surface \( F_0 := \mathbb{P}^1 \times \mathbb{P}^1 \), let \( X := F_0 - \Delta \) and let \( \pi : X \to \mathbb{P}^1 \) be the restriction of the projection of \( F_0 \) onto the second factor. Consider an algebraic pencil \( \mathcal{F} \) of affine lines on \( X \) consisting of fibers of \( \pi \). Then there is no \( G_{\alpha} \)-action on \( X \) with respect to which general members of \( \mathcal{F} \) are \( G_{\alpha} \)-orbits.

\textbf{Proof.} Let \( L = \mathcal{O}_{\mathbb{P}^1}(2) \) and let \( E = \mathcal{O}_{\mathbb{P}^1}(1) \oplus \mathcal{O}_{\mathbb{P}^1}(1) \). Then \( 0 \to \mathcal{O}_{\mathbb{P}^1} \to E \to L \to 0 \) is a nontrivial extension; the section of \( \mathcal{F}(E) = F_0 \) corresponding to \( L \) is the diagonal \( \Delta \) of \( F_0 \). Thus \( X \) is an affine surface of the.
kind treated in 2.4.1. Now, By 2.4.2, our assertion follows from the fact that $H^0(P^1, \mathcal{O}_{P^1}(-2)) = 0$. □

In this example, the affine ring $A := k[X]$ has the property: $\text{Cl}(A) \cong \mathbb{Z}$ and $A^* = k^*$. This remark shows that the assumption $\text{Cl}(A) = 0$ in Theorem 2.3 is indispensable.

3 Algebraic characterizations of the affine plane

3.1

As the title indicates, the purpose of this section is to find criteria for a given affine surface to be isomorphic to the affine plane; in other words, criteria for an affine $k$-domain to be isomorphic to a polynomial ring in two variables over $k$. In this section the ground field $k$ is assumed to be algebraically closed. Firstly we shall prove:

**Theorem.** Let $A$ be an affine $k$-domain of dimension 2. Then $A$ is isomorphic to a polynomial ring in two variables over $k$ if and only if the following conditions are satisfied:

1. $A$ is a unique factorization domain.
2. $A^* = k^*$.
3. $A$ has a nontrivial locally finite iterative higher derivation.

3.1.1

This theorem was firstly proved by the lecturer in [32; Theorem 1] by analyzing the associated $G_a$-action on $\text{Spec}(A)$. Recently, Nakai [44] gave an elementary proof using only the structure of an affine $k$-domain with a locally finite iterative higher derivation. We shall present here the proof of Nakai’s. The theorem will be proved in the paragraphs 3.1.2~

3.1.2
3.1.2

Assume that $A$ is a unique factorization domain, $A^* = k^*$ and $A$ has a nontrivial locally finite iterative higher derivation $D$. Let $A_0$ be the subring of $D$-constants in $A$. Then we have:

**Lemma.** $A_0$ is a polynomial ring in one variable over $k$.

**Proof.** By virtue of Lemmas 1.3.1 and 1.6, $A_0$ is a normal affine $k$-domain such that $A_0^* = k^*$; then $A_0$ is a unique factorization domain (cf. 1.3.1). Lemma 1.5 shows that $\dim A_0 = 1$. Then these facts imply our assertion. □

3.1.3

With the same notations as in 1.5, let $e := p^r$ and let $M_n := A_{ne}(n = 1, 2, \ldots)$, where $ne$ is the $n$-th jump index. Note that if $a \in A$ has $D$-length $n$ (cf. 1.4) then $D_n(a) \in A_0$. Let $I_n := \{D_{ne}(a); a \in M_n\}$ for $n \geq 1$; then it is easy to ascertain that $I_n$ is an ideal of $A_0$. By virtue of 3.1.2, we may write $I_n = a_n A_0$ for $n \geq 1$. Let $u$ be an element of $M_1 - A_0$ such that $D_e(u) = a_1$. We shall prove by induction on $n$ the following assertions:

1. $I_n = I_1^n$
2. $M_n = A_0 + A_0 u + \cdots + A_0 u^n$

Firstly we shall see that (1) implies (2). Let $\xi \in M_n$. Then (1) implies that $D_{ne}(\xi) = ca_1^n$ for some $c \in A_0$. Hence the $D$-length $\ell(\xi - cu^n) < ne$, i.e., $\xi \in M_{n-1} + A_0 u^n$. Thus (2) follows from (1). Next we shall show that (1) + (2) $\Rightarrow$ (1) + (2). Let $\xi$ be an element of $M_{n+1}$ such that $D_{(n+1)e}(\xi) = a_{n+1}$. Since $I_1^{n+1} \subseteq I_{n+1}$ we may write $D_1^{n+1} = ca_{n+1}$ with $c \in A_0$. Then $\ell(c\xi - u^{n+1}) < (n + 1)e$, i.e., $c\xi - u^{n+1} \in M_n$. Hence by (2) we have:

$$c\xi = u^{n+1} + \sum_{i=0}^{n} b_i u^i \quad \text{with} \quad b_i \in A_0.$$

We shall show that $c \in A_0^* = k^*$. Assume the contrary, and let $f$ be
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a prime factor of \(c\). Taking the residue classes in \(A/fA\), which is an integral domain by virtue of [1.5.1], we have:

\[
\overline{u}^{n+1} + \sum_{i=0}^{n} \overline{b}_i \overline{u}^i = 0, \quad \text{with} \quad \overline{b}_i \in A_0/fA_0 = k.
\]

Since \(k\) is algebraically closed we find \(\lambda \in k\) such that \(\overline{u} = \lambda\). Namely, \(u - \lambda = fv\) with \(v \in A\); it is easy to see that \(v \in M_1\) and \(a_1 = D_c(u) = fD_c(v)\). This is a contradiction. Therefore \(I_{n+1} = I_1^{n+1}\). Since (1)\(_0\) and (2)\(_0\) obviously hold, we know that \(A = \bigcup_{n=1}^{\infty} M_n = A_0[u]\). Hence by virtue of [3.1.2] we know that \(A\) is a polynomial ring in two variables over \(k\).

3.1.4

Conversely, if \(A\) is a polynomial ring in two variables over \(k\), \(A\) satisfies the conditions (1), (2) and (3) of Theorem [3.1].

3.2

Another algebraic characterization of the affine plane is given by the following:

**Theorem.** Let \(k\) be an algebraically closed field of characteristic zero and let \(X\) be a nonsingular affine surface defined by an affine \(k\)-domain \(A\). Assume that the following conditions are satisfied:

1. \(A\) is a unique factorization domain and \(A^* = k^*\).
2. There exist nonsingular irreducible curves \(C_1\) and \(C_2\) on \(X\) such that \(C_1 \cap C_2 = \{v\}\), and \(C_1\) and \(C_2\) intersect each other transversely at \(v\).
3. \(C_1\) (resp. \(C_2\)) has only one place at infinity.
4. Let \(a_2\) be a prime element of \(A\) defining the curve \(C_2\). Then \(a_2 - \alpha\) is a prime element of \(A\) for all \(\alpha \in k\).
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(5) There is a nonsingular projective surface $V$ containing $X$ as an open set such that the closure $\overline{C}_2$ of $C_2$ in $V$ is nonsingular and $(a_2)_0 = \overline{C}_2$. Then $X$ is isomorphic to the affine plane $k^2$, and the curves $C_1$ and $C_2$ are sent to the axes of a suitable coordinate system of $k^2$.

3.2.1

The Proof of the theorem will be given in the paragraphs $\Box$ $\Box$ $\Box$ $\Box$ $\Box$ 3.2.1 $\sim$ 3.2.4. We shall begin with

**Lemma.** Let the notations and assumptions be as above. Let $a_1$ and $a_2$ be prime elements of $A$ defining the curves $C_1$ and $C_2$, respectively, and let $C_2^\alpha$ be the curve on $X$ defined by $a_2 - \alpha$ for $\alpha \in k$. Then we have:

1. $C_1$ and $C_2$ are rational curves.
2. For every $\alpha \in k$, $C_1 \cap C_2^\alpha = \{v_\alpha\}$ and $C_1$ intersects $C_2^\alpha$ transversely at $v_\alpha$.

**Proof.** Let $d = a_2$ (modulo $a_1A$). Then $d$ is a regular function on $C_1$. Let $\overline{C}_1$ be the complete nonsingular model of $C_1$, let $P_\infty$ be the unique point of $\overline{C}_1$ corresponding to the unique place at infinity of $C_1$ and let $w$ be the normalized discrete valuation of $k(C_1)$ determined by $P_\infty$. Then $(d) = v + w(d)P_\infty$, whence $w(d) = -1$. Then $C_1$ is a rational curve. Interchanging the roles of $C_1$ and $C_2$, we know that $C_2$ is a rational curve as well. For every $\alpha \in k$, we have $w(d - \alpha) = w(d(1 - \alpha d^{-1})) = w(d) = -1$. Hence $(d - \alpha) = v_\alpha - P_\infty$, where $C_1 \cap C_2^\alpha = \{v_\alpha\}$; this implies that $C_1$ and $C_2^\alpha$ intersect each other transversely at $v_\alpha$. $\Box$

3.2.2

**Lemma.** Let $A$ be an affine $k$-domain and let $a$ be an element of $A - k$. Assume that $A$ is a unique factorization domain, that $A^* = k^*$ and that $a - \alpha$ is a prime element of $A$ for every $\alpha \in k$. Let $S = k[a] - 0$ and let $A' = S^{-1}A$. Then we have:

1. $A'$ is a unique factorization domain.
(2) $A'' = K^*$, where $K = k(a)$.

(3) The quotient field $Q(A')$ of $A'$ is a regular extension of $K$; therefore $A'$ defines an affine variety defined over $K$ with dimension one less than $\dim A$.

**Proof.** The assertion (1) is well-known. If $A'' \neq K^*$ there exist elements $x$ and $y$ of $A - k[a]$ such that $xy = \varphi(a) \neq 0$ with $\varphi(a) \in k[a]$. Then, by the assumptions that $A$ is a unique factorization domain and $a - \alpha$ is a prime element of $A$ for every $\alpha \in k$ we have $x, y \in k[a]$. This is a contradiction, and the assertion (2) is proved. As for the assertion (3), we have only to show that $K$ is algebraically closed in $Q(A')$ because $\text{char}(k) = 0$. Assume that $f/g$ is algebraic over $K$, where $f$ and $g$ are mutually prime elements of $A$. Then there exist elements $\varphi_0, \ldots, \varphi_n$ of $k[a]$ such that the greatest common divisor of $\varphi_0, \ldots, \varphi_n$ is 1 and that

$$\varphi_0(f/g)^n + \varphi_1(f/g)^{n-1} + \cdots + \varphi_n = 0.$$  

Then $f$ and $g$ divide $\varphi_n$ and $\varphi_0$ respectively. Hence $f$ and $g \in k[a]$. Thus $f/g \in K$. □

3.2.3

**Lemma.** Let the notations and assumptions be as in the statement of the theorem. Then, for almost all elements $\alpha$ of $k$, $C^2_2$ is a rational curve with only one place at infinity.

**Proof.** For a general element $\alpha$ of $k$, the principal divisor $(a_2 - \alpha)$ on $V$ is of the form: $(a_2 - \alpha) = \overline{C^2_2} + D - D'$, where $\overline{C^2_2}$ is the closure of $C^2_2$ on $V$, $D$ and $D'$ are effective divisors such that $D \geq 0$, $D' \geq 0$, $\text{Supp}(D) \cup \text{Supp}(D') \subseteq V - X$, $D$ and $D'$ have no common components, and $D$ and $D'$ are independent of $\alpha$. By the condition (5) of the theorem we have $(a_2) = \overline{C^2_2}$ the polar divisor, whence we can easily conclude that $(a_2)_\infty = D$ and $D = 0$. Therefore, there exists a linear pencil $\Lambda$ on

\[2\text{If } E \text{ is an irreducible component of } V - X, \text{ let } w \text{ be the corresponding normalized discrete valuation of } k(V). \text{ If } E \subseteq \text{Supp}(a_2) \text{ then } w(a_2 - \alpha) = w(a_2(1 - a_2^{-1})) = w(a_2). \text{ Similarly, if } E \subseteq \text{Supp}(a_2 - \alpha) \text{ then } w(a_2) = w((a_2 - \alpha)(1 + a(a_2 - \alpha)^{-1})) = w(a_2 - \alpha). \text{ Hence } (a_2)_w = D'.\]
V such that $C_2$ and $C_2'$ are members of $\Lambda$ for almost all $\alpha$ of $k$; $\Lambda$ has no base points on $X$; since $C_2$ is a nonsingular rational curve, general members $C_2'$ are nonsingular rational curves. Let $W$ be the generic member of $\Lambda$; $W$ is then a nonsingular projective curve of genus 0 defined over $K = k(a_2)$. Let $C$ be the affine curve defined by an affine $K$-domain $A' = S^{-1}A$, where $S = k[a_2] - 0$ (cf. 3.2.2). Then $C$ is an open set of $W$. Note that $W$ has a $K$-rational point $P$ which is provided by the sectional curve $C_1$. Hence $W$ is isomorphic to $\mathbb{P}^1$ over $K$. Let $x$ be an inhomogeneous coordinates of $W := \mathbb{P}^1_k$ such that $x = \infty$ at $P$. Then there exist irreducible polynomials $f_1, \ldots, f_n$ of $K[x]$ such that the affine ring $K[C - P]$ is $K[x, f_1^{-1}, \ldots, f_n^{-1}]$. Then $(K[x, f_1^{-1}, \ldots, f_n^{-1}])^r/K^*$ is a free $\mathbb{Z}$-module of rank $n$. However, since $A'$ is a unique factorization domain and $A'^r = K^*$ we must have $(K[C - P])^r/K^* \cong \mathbb{Z}$, i.e., $n = 1$. This means that $W - C$ consists of only one $K$-rational prime cycle. On the other hand, $P$ is linearly equivalent to some multiple of the $K$-rational prime cycle $W - C$. This implies that $W - C$ consists of only one $K$-rational point. Hence $C$ is isomorphic to $\mathbb{A}^1$ over $K$. This implies that $C_2^\alpha$ is isomorphic to $\mathbb{A}^1$ for almost all $\alpha$ of $k$. □

3.2.4

**The proof of the theorem.** Let $\mathcal{F} := \{C_2^\alpha; \alpha \in k\}$. Then Lemma 3.2.5 shows that $\mathcal{F}$ is an algebraic pencil of affine lines parametrized by $\mathbb{A}^1$; by virtue of Theorem 2.3 we can find a $G_\alpha$-action on $X$ with respect to which almost all members of $\mathcal{F}$ are $G_\alpha$-orbits. Let $D$ be the nontrivial locally finite iterative higher derivation corresponding to the $G_\alpha$-action. Then the subring $A_0$ of $D$-constants in $A$ is $k[a_2]$; in fact, if $A_0 = k[a]$ for a prime element $a$ in $A$ (cf. 3.1.2) then $a \in k[a]$, whence follows that $k[a_2] = k[a]$ because $a_2$ is a prime element of $A$. By virtue of Theorem 3.1.1 we know that $A = k[a_2, u]$ for some element $u$ of $A$. Hence $X$ is isomorphic to the affine plane, and the curve $C_2$ is identified with a axis of a coordinate system of $\mathbb{A}^2$. Write $a_1$ in the form

$$a_1 = g_0(a_2) + g_1(a_2)u + \cdots + g_n(a_2)u^n$$

with $g_i(a_2) \in k[a_2]$ for $1 \leq i \leq n$. Since $C_1$ meets $C_2^\alpha$ transversely only in one point (cf. 3.2.1) we can easily ascertain that $g_i(a_2) = 0$ for $2 \leq i \leq n$.
and \( g_1(a_2) \in k^* \). This implies that the curves \( C_1 \) and \( C_2 \) are identified with axes of a coordinate system of \( \mathbb{A}^2 \). Thus, Theorem 3.2 is proved.

4 Flat fibrations by the affine line

4.1

The results of this section were worked out jointly by Kambayashi and the lecturer [28]. The goal of this section is to prove the following two theorems:

4.1.1

**Theorem.** Let \( \varphi : X \to S \) be an affine, faithfully flat morphism of finite type; assume that \( S \) is a locally noetherian, locally factorial, integral scheme, and that the generic fiber of \( \varphi \) is \( \mathbb{A}^1 \) and all other fibers are geometrically integral. Then \( X \) is an \( \mathbb{A}^1 \)-bundle over \( S \).

4.1.2

**Theorem.** Let \( k \) be an algebraically closed field, let \( S \) be a regular, integral \( k \)-scheme of finite type, and let \( \varphi : X \to S \) be an affine, faithfully flat morphism of finite type. Assume that each fiber of \( \varphi \) is geometrically integral and the general fibers of \( \varphi \) are isomorphic to \( \mathbb{A}^1 \) over \( k \). Then there exists a regular, integral \( k \)-scheme \( S' \) of finite type and a faithfully flat, finite, radical morphism \( S' \to S \) such that \( X \times_SS' \) is an \( \mathbb{A}^1 \)-bundle over \( S' \). If the characteristic of \( k \) is zero \( X \) is an \( \mathbb{A}^1 \)-bundle over \( S \).

4.2

The proof of Theorem 4.1.1 will be given in the paragraphs 4.2 ~ 4.5 and the proof of Theorem 4.1.2 in the paragraphs 4.6 ~ 4.8. We shall begin with the following elementary result, which is a special case of a theorem by Nagata [40]:
**Lemma.** Let \( \sigma \) be a discrete valuation ring and let \( A \) be a flat \( J \)-algebra of finite type. Let \( K \) be the quotient field of \( J \), \( t \) a uniformisant and \( k \) the residue field, and let \( A_K \) and \( A_k \) denote \( K \otimes_J A \) and \( k \otimes_J A \), respectively. Assume that \( A_K \) and \( A_k \) are integral domains. Then we have:

1. If \( A_K \) is a normal ring, so is \( A \).
2. If \( A_K \) is factorial (i.e., \( A_K \) is a unique factorization domain), so is \( A \).

**Proof.** We shall prove only (2), as proof of (1) is a routine exercise. By flatness there is a natural inclusion \( J \subseteq A \), and \( A \) is in turn contained in \( A_K \) and is noetherian. Since \( A_k \) is integral, \( tA \) is a prime ideal in \( A \) and \( \bigcap_{\nu \geq 0} t^\nu A = (0) \). Let \( \mathcal{P} \subseteq A \) be an arbitrary prime ideal of height 1.

If \( t \in \mathcal{P} \) then clearly \( tA = \mathcal{P} \). In case \( t \notin \mathcal{P} \), the ideal \( \mathcal{P}A_K \) is prime of height 1 in the factorial domain \( A_K = A[t^{-1}] \), whence \( \mathcal{P}A_K = fA_K \), where we may and shall take \( f \in A - tA \). Let \( b \in \mathcal{P} \) be arbitrary, and write \( b = ftr^m \) with integer \( m \) and \( a \in A - ta \). If \( m < 0 \), then \( fa = br^{-m} \in tA \), an absurdity. Consequently, \( m \geq 0 \) and \( \mathcal{P} \subseteq fA \). It follows that \( \mathcal{P} = fA \) because \( f \in \mathcal{P} \). \( \square \)

**4.3**

**Lemma.** Let \( (J, tJ) \) be a discrete valuation ring with residue field \( k \) and quotient field \( K \). Let \( A \) be a flat \( J \)-algebra of finite type. Assume that \( A_K := K \otimes_J A \) is \( K \)-isomorphic to a polynomial ring \( K[x] \) in one variable and that \( A_k := k \otimes_J A \) is a geometrically integral domain over \( k \). Then \( A \) is isomorphic to a polynomial ring in one variable over \( J \).

**Proof.** Because \( A \) is factorial by Lemma 4.2 or rather because of the simple fact that \( \bigcap_{\nu \geq 0} t^\nu A = (0) \), we may assume that \( x \in A \) and \( x \) is prime to uniformisant \( t \) of \( J \). We may write \( A = J[x, y_1, \ldots, y_m] \). Since \( A \subseteq A_K = K[x] \) there exist integers \( \alpha_i \geq 0 \) such that

1. \( t^{\alpha_i(y_i)} = \varphi_i(x) := \lambda_{\alpha_0} + \lambda_{\alpha_1}x + \cdots + \lambda_{\alpha_r}x^{\alpha_r} \)
with \( \lambda_{ij} \in \mathcal{J} \) for \( 1 \leq i \leq m \) and \( 0 \leq j \leq r(i) \), where we may assume with each \( i \) that if \( \alpha_i > 0 \) not all of \( \lambda_{i0}, \lambda_{i1}, \ldots, \lambda_{ir(i)} \) are divisible by \( t \). Let \( \alpha_x = \max\{\alpha(1), \ldots, \alpha(m)\} \). Consider the following assertion:

\[ P(n): \text{If } x \in A \text{ is found as above with } \alpha_x = n, \text{ then there is some } x' \in A \text{ such that } A = \mathcal{W}[x']. \]

We shall prove the assertion \( P(n) \) by induction on \( n \). \( P(0) \) is obviously true. We prove \( P(n) \) by assuming that \( P(r) \) is true if \( r < n \). By applying the canonical (reduction modulo \( t \)) homomorphism \( \rho : A \to A/tA \cong A_k \) to the both hand sides of (1) for each \( i \) with \( \alpha(i) = \alpha_x \), we get

\[ \rho(\lambda_{i0}) + \rho(\lambda_{i1})\rho(x) + \cdots + \rho(\lambda_{ir(i)})\rho(x)^{r(i)} = 0 \]

with at least one of the coefficients \( \rho(\lambda_{ij}) \neq 0 \). Since \( A_k \) is an integral domain the equation (2) is a nontrivial algebraic equation of \( \rho(x) \) over \( k \). Since \( A_k \) is geometrically integral the field \( k \) is algebraically closed in the quotient field of \( A_k \), whence \( \rho(x) \in k \). Let \( \mu \in \mathcal{W} \) be such that \( \rho(\mu) = \rho(x) \), and write \( x - \mu = t^\beta x_1 \) with a positive integer \( \beta \) and \( x_1 \in A - tA \). Then noting \( \varphi_i(\mu) \in t\mathcal{W} \) and by substituting \( \mu + t^\beta x_1 \) for \( x \) in (1), we obtain after cancellation of \( t \)

\[ t^{\alpha_i} y_i \in \mathcal{W}[x_1] \quad \text{for } 1 \leq i \leq m, \quad \text{and} \quad K[x] = K[x_1] \]

where \( \alpha_q = \max\{\alpha'(1), \ldots, \alpha'(m)\} < n = \alpha_x \). Since \( P(\alpha_x) \) is assumed to be true, the conclusion of \( P(n) \) holds. 

\[ \square \]

4.4

It is easy to see, as shown in the paragraph 4.5 below, that Theorem 4.1.1 follows from 4.3 in the special case where \( \dim S = 1 \). In order to prove the theorem over \( S \) with \( \dim S \geq 2 \) we need the following

**Lemma.** Let \( (A, \mathcal{M}) \) be a factorial local ring of dimension \( \geq 2 \) with residue field \( k \). Let \( R \) be a flat \( A \)-algebra of finite type. Assume that \( R \mathcal{J} := A \mathcal{J} \otimes A R \) is \( A \mathcal{J} \)-isomorphic to a polynomial ring \( A \mathcal{J}[t \mathcal{J}] \) in one variable for every nonmaximal prime ideal \( \mathcal{J} \) of \( A \) and that \( \overline{R} := R/\mathcal{M} R \) is geometrically regular over \( k \). Then \( R \) is \( A \)-isomorphic to a polynomial ring \( A[t] \) in one variable over \( A \).
Proof. The proof consists of four steps.

(I) Let $X := \text{Spec}(R)$, $S := \text{Spec}(A)$ and let $\varphi : X \to S$ be the flat morphism of finite type corresponding to the canonical injection $A \hookrightarrow R$. $\varphi$ is in fact faithfully flat, and each fiber of $\varphi$ is geometrically regular. $\varphi$ is, therefore, smooth. Since $S$ is normal this implies that $X$ is normal [17; IV (6.5.4)]. Thus, $R$ is a normal domain.

(II) Let $U := S - \mathcal{M}$. Since $R$ is finitely generated over $A$ and $R_{\mathfrak{f}} = A_{\mathfrak{f}}[t_{\mathfrak{f}}]$ for each $\mathfrak{f} \in U$, there is $f_{\mathfrak{f}} \in A - \mathfrak{f}$ such that $R[f_{\mathfrak{f}}^{-1}] = A[f_{\mathfrak{f}}^{-1}]|t_{\mathfrak{f}}|$, whence we know that existence of an open covering $\mathcal{U} = \{V_i\}_{i \in I}$ of $U$ such that $V_i := \text{Spec}(A[f_i^{-1}])$ with $f_i \in A$ and $R[f_i^{-1}] = A[f_i^{-1}]|t_i|$ for each $i \in I$. This shows that $X_U := \varphi^{-1}(U) = X \times_S U$ can be viewed as an $\mathbb{A}^1$-bundle over $U$.

Set $A_i := A[f_i^{-1}], A_{ij} := A[f_i^{-1}, f_j^{-1}]$ and $A_{ij\ell} := A[f_i^{-1}, f_j^{-1}, f_\ell^{-1}]$ for $i, j, \ell \in I$. Since $A_{ij}[t_i] = R[f_i^{-1}, f_j^{-1}] = A_{ij}[t_j]$ and $A_{ij}$ is an integral domain we get $t_j = \alpha_{ji}t_i + \beta_{ji}$ with units $\alpha_{ji}$ in $A_{ji}$ and $\beta_{ji} \in A_{ji}$ for each pair $i, j$ of $I$, where $\alpha_{ij}$’s and $\beta_{ij}$’s are subject to the relations in $A_{ij\ell}$:

$$\alpha_{ij} = \alpha_{ji}\alpha_{ji} \quad \text{and} \quad \beta_{ij} = \alpha_{ji}\beta_{ji} + \beta_{ij}.$$

Hence, $\{\alpha_{ij}\}$ gives rise to an invertible sheaf $L \in H^1(U, \mathcal{O}^*_U)$. However, $H^1(U, \mathcal{O}^*_U) = (0)$ because $(A, \mathcal{M})$ is a factorial domain [19; Exp. XI, 3.5 and 3.10]. Thus, by replacing $\mathcal{U}$ by a finer open covering of $U$ if necessary, we may assume that

$$t_j = t_i + \beta_{ji} \quad \text{with} \quad \beta_{ji} \in A_{ji} \quad \text{such that}$$

$$\beta_{ij} = \beta_{ji} + \beta_{ij} \quad \text{for} \quad i, j, \ell \in I.$$

Hence, $\{\beta_{ij}\}$ defines an element $\xi \in H^1(U, \mathcal{O}_U)$.

(III) Consider $X_U = \varphi^{-1}(U) = X \times_S U$ and let $Y := X - X_U$. By the local...
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We have the following commutative diagram:

\[
\begin{array}{ccc}
H^1(X_U, \mathcal{O}_X) & \sim & \lim_{\to} \text{Ext}^2_R(R/\mathfrak{m}^n R, R) \\
\theta_U & & \theta_A \\
H^1(U, \mathcal{O}_S) & \sim & \lim_{\to} \text{Ext}^2_A(A/\mathfrak{m}^n, A)
\end{array}
\]

where the terms in the upper and lower rows are respectively \(R\)-modules and \(A\)-modules, and \(\theta_U, \theta_M\) and \(\theta_A\) are homomorphisms induced by the canonical injection \(\mathcal{O}_S \hookrightarrow \varphi_* \mathcal{O}_X\); for the definitions and relevant results, see [19] or [20]. Since \(R\) is \(A\)-flat and \(\lim_{\to} \text{Ext}^2_R(R/\mathfrak{m}^n R, R) \simeq R \otimes \lim_{\to} \text{Ext}^2_A(A/\mathfrak{m}^n, A)\)

and \(\theta_A\) is identified with the homomorphism: \(u \mapsto 1 \otimes u\) for \(u \in \lim_{\to} \text{Ext}^2_A(A/\mathfrak{m}^n, A)\). Since \(R\) is \(A\)-flat, \(\theta_A\) is then injective. The commutative diagram above shows that \(\theta_U\) is injective. On the other hand \(X_U\) has an open covering \(\varphi^{-1} \mathcal{Y} = \{\varphi^{-1} V_i\}_I\), and the element \(\theta_U(\xi) \in H^1(X_U, \mathcal{O}_X)\) is represented by a Čech 1-cocycle \([\beta_{ij}]\) with respect to \(\varphi^{-1} \mathcal{Y}\). The relation (3) above implies that \([\beta_{ij}]\) is in fact a Čech 1-coboundary because \(t_i \in \Gamma(\varphi^{-1}(V_i), \mathcal{O}_X) = A_i[t_i]\). Thus \(\theta_U(\xi) = 0\), and hence \(\xi = 0\) because \(\theta_U\) is injective, which implies that \(X_U\) has a section and is, in fact, a trivial bundle \(A^1_U\).

(IV) Replacing \(\mathcal{Y}\) by a finer open cover in of \(U\) if necessary, we may assume that \(\beta_{ij} = \gamma_j - \gamma_i\) with \(\gamma_i \in A_i\), and for \(i, j \in I\). Then \(t_i - \gamma_i = t_j - \gamma_j\) for every pair \(i, j\) of \(I\). Let \(t := t_i - \gamma_i\). Then \(t \in \Gamma(X_U, \mathcal{O}_X)\). On the other hand, since \(\text{codim}(Y, X) \geq 2\) and \(R\) is normal, \(\mathcal{O}_X\) is \(Y\)-closed [17; IV (5.10.5)]. Hence \(t \in \Gamma(X_U, \mathcal{O}_X) = \Gamma(X, \mathcal{O}_X) = R\). Now, look at the \(A\)-subalgebra \(A[t]\) of \(R\), and let \(Z := \text{Spec}(A[t])\). Then, \(\varphi\) decomposes as \(X \xrightarrow{\varphi_1} Z \xrightarrow{\varphi_2} S\), where \(\varphi_1\) and \(\varphi_2\) are...
the morphisms corresponding to the injections $A \hookrightarrow A[t] \hookrightarrow R$. By step (III), $R/\mathcal{J} = A/\mathcal{J}[t]$ for each $\mathcal{J} \in U$. This implies that $\varphi_1: X_U \rightarrow \varphi_2^{-1}(U) = Z \times U$ is a $U$-isomorphism. Notice that $\mathcal{O}_Z$ is $Z$-closed because codim$(Z - \varphi_2^{-1}(U), Z) \geq 2$ and $Z$ is normal. Then we have:

$$A[t] = \Gamma(Z, \mathcal{O}_Z) = \Gamma(\varphi_2^{-1}(U), \mathcal{O}_Z) \sim_{(\varphi_1^*)} \Gamma(X_U, \mathcal{O}_X) = R.$$ 

Thus $R = A[t]$.

4.5

Proof of Theorem 4.1.1. Since $\varphi$ is affine, it suffices clearly to prove the theorem under the hypothesis that $X$ and $S$ are affine schemes. The proof consists of two steps.

(I) Let $A := \Gamma(S, \mathcal{O}_S)$ and $R := \Gamma(X, \mathcal{O}_X)$. The homomorphism $A \rightarrow R$ induced by $\varphi$ is injective, and makes $R$ a flat $A$-algebra of finite type. For each prime ideal $\mathcal{J}$ of $A$, let $R/\mathcal{J} := A/\mathcal{J}[t]$. By induction on $n := \text{height } \mathcal{J}$ we shall establish the following assertion:

$$P(n) : R/\mathcal{J} \text{ is a polynomial ring in one variable over } A/\mathcal{J}.$$

Indeed, $P(0)$ follows from the assumption of the theorem. If $n = 1$, $A/\mathcal{J}$ is a discrete valuation ring, and $P(1)$ follows from Lemma 4.3. We shall prove $P(n)$ for $n \geq 2$, assuming $P(r)$ to hold for every $r < n$. By slight abuse of notations we write $R$ and $A$ instead of $R/\mathcal{J}$ and $A/\mathcal{J}$, respectively. Now, $A$ is a factorial local ring of dimension $\geq 2$ with maximal ideal $\mathcal{M}$. By virtue of [17; II (7.17)] one can find a discrete valuation ring $\mathcal{U}$ such that the quotient field $K$ of $\mathcal{U}$ agrees with that of $A$ and that $\mathcal{M} \mathcal{U}$ dominates $A$. Then $K \mathcal{U}/A = K \mathcal{U}R$ is a polynomial ring in one variable over $K$, $\mathcal{M} \mathcal{U}/A$
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and \((\mathcal{U} \times \mathcal{V}) \otimes_{\mathcal{V}} (\mathcal{V} \otimes \mathcal{R}) = (\mathcal{U} \times \mathcal{V}) \otimes (\mathcal{R} \otimes_{\mathcal{M}} \mathcal{R})\) is geometrically integral, where \(t\) is a uniformisant of \(\mathcal{V}\). By Lemma 4.3, \(\mathcal{U} \otimes \mathcal{A}\) is then a polynomial ring in one variable over \(\mathcal{V}\). If follows that \((\mathcal{U} \times \mathcal{V}) \otimes (\mathcal{R} \otimes_{\mathcal{M}} \mathcal{R})\) is geometrically regular and, therefore, \(\mathcal{R} \otimes_{\mathcal{M}} \mathcal{R}\) is geometrically regular over \(\mathcal{A} \otimes \mathcal{M}\). This remark and \(P(r)\) for \(0 \leq r < n\) imply that \(A\) and \(R\) satisfy all assumptions in Lemma 4.4. Thus, by that Lemma we know that \(R\) is a polynomial ring in one variable over \(A\).

(II) Since \(R\) is finitely generated over \(A\), step (I) implies that for each prime ideal \(\mathfrak{p}\) of \(A\) there exists an element \(f \in A\) such that \(f \notin \mathfrak{p}\) and \(R[f^{-1}]\) is a polynomial ring in one variable over \(A[f^{-1}]\). Thus, for the Zariski open set \(U_f := \text{Spec}(A[f^{-1}]) \subseteq S\), an isomorphism \(X \times U_f \cong A^1 \times S\) obtains, and \(S\) is clearly covered by finitely many such \(U_f\)'s. This completes the proof of Theorem 4.1.1.

4.6

Let \(k\) be a field. A \(k\)-scheme \(X\) is called a form of \(A^1\) over \(k\), or simply a \(k\)-form of \(A^1\) if for an algebraic extension field \(k'\) of \(k\) there exists a \(k'\)-isomorphism \(X \times k' \rightarrow A^1_k \otimes k' = A^1_{k'}\). When that is so, there is a purely inseparable extension field \(k''\) of \(k\) such that \(X \otimes k''\) is \(k''\)-isomorphic to \(A^1_{k''}\) (cf. Chapter 3, 1.2). It is easy to see that, for a \(k\)-scheme \(X\) and an algebraic extension field \(k'\) of \(k\), \(X\) is a \(k\)-form of \(A^1\) if and only if \(X \otimes k'\) is a \(k'\)-form of \(A^1\). A \(k\)-form of \(A^1\) is evidently an affine smooth \(k\)-scheme. A \(k\)-form of \(A^1\) may be characterized as a one-dimensional \(k\)-smooth scheme of geometric genus zero having exactly one purely inseparable point at infinity. For detailed study on \(K\)-forms of \(A^1\), see [26; §6] and [27].

4.7

A key result to prove Theorem 4.1.2 is the following
Lemma. Let $k$ be a field of characteristic $p \geq 0$, let $S$ be a geometrically integral $k$-scheme of finite type, and let $\varphi : X \to S$ be an affine, flat morphism of finite type. Assume that the general fibers of $\varphi$ are forms of $\mathbb{A}^1$ over their respective residue fields. Then the generic fiber $X_K$ is a $K$-form of $\mathbb{A}^1$, where $K$ is the function field of $S$ over $k$. If $p = 0$, $X_K$ is $K$-isomorphic to $\mathbb{A}^1_K$.

Proof. The proof consists of four steps.

(I) Let $\overline{k}$ be an algebraic closure of $k$. Let $\overline{S} := S \otimes_k \overline{k}$ and $\overline{\varphi} := \varphi \otimes \overline{k}$. Then $\overline{S}$ is an integral $\overline{k}$-scheme, and the generic fibers of $\overline{\varphi}$ are $\overline{k}$-isomorphic to $\mathbb{A}^1_{\overline{k}}$. The stated conditions for $\overline{\varphi}$ are evidently present for $\overline{\varphi}$. Let $\overline{K} := \overline{k} \otimes K$. As remarked in 4.6, the generic fiber $X_K$ of $\varphi$ is a $K$-form of $\mathbb{A}^1_{\overline{k}}$ if and only if the generic fiber $\overline{X}_{\overline{K}}$ of $\overline{\varphi}$ is a $\overline{K}$-form of $\mathbb{A}^1_{\overline{k}}$. These observations show that in proving the lemma we may assume from the outset that $k$ is algebraically closed and that the general fibers are $k$-isomorphic to $\mathbb{A}^1_{\overline{k}}$. Furthermore, we may assume with no loss of generality that $S$ is smooth over $k$ because the set of all $k$-smooth points of $S$ is a non-empty open set. We assume these additional conditions in the step below.

(II) Let $\widetilde{C}$ denote the generic fiber $X_K$ of $\varphi \cdot C$ is an affine curve over $K$, whose function field $K(C)$ is a regular extension field of $K$ [17; IV (9.7.7), III (9.2.2)]. For each positive integer $n$ we let $K_n := K[1/n]$. If $p = 0$, $K_n$ is understood to mean $K$. By virtue of [12; Th.5, p.99], there exists a positive integer $N$ such that a complete $K_N$-normal model of $K_N(C) := K_N \otimes K(C)$ is smooth over $K_N$. We fix such an $N$ once for all. Let $S_N$ be the normalization of $S$ in $K_N$. Since $S$ is smooth over $k$ and $k$ is algebraically closed, $S_N$ is smooth over $k$ and the normalization morphism $S_N \to S$ is identified with the $N$-th power of the Frobenius morphism of $S_N$.

(III) Let $\widetilde{C}_N$ be a complete normal model of $K_N(C)$ over $K_N$. Then, $\widetilde{C}_N$ is a smooth projective curve over $K_N$. Thus $\widetilde{C}_N$ is a closed sub...
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scheme in the projective space $\mathbb{P}^m_{K_N}$ defined by a finite set of homogeneous equations $\{f_\lambda(X_0, \ldots, X_m) = 0; \lambda \in \Lambda\}$. One can then find a nonempty open set $U$ of $S_N$ such that all the coefficients of all $f_\lambda's$, as elements of $K_N = k(S_N)$, are defined on $U$. Let $\tilde{X}_N$ be the closed sub scheme of $\mathbb{P}^m_k \times U$ defined by the same set of homogeneous equations $\{f_\lambda(X_0, \ldots, X_m) = 0; \lambda \in \Lambda\}$, and let $\tilde{\varphi}_N : \tilde{X}_N \to U$ be the projection onto $U$. The generic fiber of $\tilde{\varphi}_N$, which coincides with $\tilde{C}_N$, is geometrically regular. Applying the generic flatness theorem [17; IV (6.9.1)] and the Jacobian criterion of smoothness, we may assume, by shrinking $U$ to a smaller nonempty open set if necessary, that $\tilde{\varphi}_N$ is smooth over $U$. Now, look at the morphism $\varphi_N : X_N := X_S \times U \to U$ obtained from $\varphi : X \to S$ by the base change $U \to S$. Since $\tilde{C}_N$ is a completion of the generic fiber $C_N := C \otimes_{K} K_N$ of $\varphi_N$, we have a birational $U$-mapping $\psi_N : X_N \to \tilde{X}_N$ such that $\varphi_N = \tilde{\varphi}_N \cdot \psi_N$. Since $\psi_N$ is everywhere defined on $C_N$, we may assume, by replacing $U$ by a smaller nonempty open set if necessary, that $\psi_N : X_N \to \tilde{X}_N$ is an open immersion of $U$-schemes.

(IV) If now suffices to show that $X_K$ is a $K$-form of $\mathbb{A}^1$ under the additional hypotheses:

(i) There exists a projective smooth morphism $\tilde{\varphi} : \tilde{X} \to S$ and an open immersion $\psi : X \to \tilde{X}$ such that $\varphi = \tilde{\varphi} \cdot \psi$.
(ii) Every closed fiber of $\varphi$ is $k$-isomorphic to $\mathbb{A}^1_k$.

Then, every closed fiber of $\tilde{\varphi}$ is $k$-isomorphic to $\mathbb{P}^1_k$ by virtue of the conditions (i) and (ii). Since $\tilde{\varphi}$ is faithfully flat and arithmetic genus is invariant under flat deformations ([18; Exp. 221, p.5], [17; III, §7]) we have the arithmetic genus $p_a(\tilde{X}_K) = 0$ for the generic fiber $\tilde{X}_K$ of $\tilde{\varphi}$, which is a smooth projective curve defined over $K$. We shall next show that $\tilde{X}_K - \psi(X_K)$ has only one point and the point is purely inseparable over $K$. Let $\eta$ be a point on $\tilde{X}_K - \psi(X_K)$ and let $T$ be the closure of $\eta$ in $\tilde{X}$. Then, $T \subseteq \tilde{X} - \psi(X)$, the restriction $\tilde{\varphi}_T : T \to S$ of $\tilde{\varphi}$ onto $T$ is a dominating morphism,
and \( \deg \tilde{\varphi}_T = [K(\eta) : K] \). Notice that \( \widetilde{\varphi}_T \) is a generically one-to-one morphism because for each closed point \( P \) on \( S \), \( \widetilde{\varphi}_T^{-1}(P) \subseteq \widetilde{\varphi}^{-1}(P) - \psi \widetilde{\varphi}^{-1}(P) \cong P^1_k - \mathbb{A}^1_k = \{ \text{one point} \} \). This implies that \( \tilde{\varphi}_T \) is a birational morphism if \( p = 0 \) and a radical morphism if \( p > 0 \). Thus, \( k(\eta) \) is purely inseparable over \( K \). If \( \eta' \) is a point of \( \tilde{X}_K = \psi(X_K) \) distinct from \( \eta \), let \( T' \) be the closure of \( \eta' \) in \( \tilde{X} \). Then \( \widetilde{\varphi}^{-1}(P) - \psi \varphi^{-1}(P) \) would have distinct two points, and this is a contradiction. Thus, \( \tilde{X}_K - \psi(X_K) \) has only one point, and the point is purely inseparable over \( K \). As \( \psi \) is an open immersion, this last combined with the fact \( p_a(X_K) = 0 \) tells us in view of 4.6 that \( X_K \) is a \( K \)-form of \( \mathbb{A}^1 \), as desired (cf. [26: 6.7.7]).

\[ \square \]

4.8

**Proof of Theorem 4.1.2.** Notice that \( k \) is assumed to be algebraically closed. Using the same notations as in 4.7 (especially step (III)), we know that for a sufficiently large integer \( N \) the generic fiber of \( \varphi_N : X_N \rightarrow U \) is \( k(S_N) \)-isomorphic to \( A^1_{k(S_N)} \), where \( k(S_N) \) is the function field of \( S_N \) over \( k \). Let \( S' := S_N \). Then \( S' \) is a regular, integral \( k \)-scheme of finite type and the canonical morphism \( S' \rightarrow S \) is a faithfully flat, finite, radical morphism. Let \( X' := X \times_S S' \) and \( \varphi' := \varphi \times_S S' \). Then \( \varphi' \) is a faithfully flat, affine morphism of finite type, the generic fiber of \( \varphi' \) is \( k(S') \)-isomorphic to \( \mathbb{A}^1_{k(S')} \), and every fiber of \( \varphi' \) is geometrically integral. Thus, all conditions of Theorem 4.1.1 present for \( S' \), \( X' \) and \( \varphi' \). Hence \( X' \) is an \( \mathbb{A}^1 \)-bundle over \( S' \). If \( p = 0 \) it is clear that \( X \) is an \( \mathbb{A}^1 \)-bundle over \( S \). This completes the proof of Theorem 4.1.2.

4.9

In the characteristic zero case we have the following, superficially stronger, version of Theorem 4.1.2.

**Theorem.** Let \( k \) be a field of characteristic zero, let \( S \) be a locally factorial, geometrically integral \( k \)-scheme of finite type, and let \( \varphi : X \rightarrow S \).
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be a faithfully flat, affine morphism of finite type. Assume that every fiber of \( \varphi \) is geometrically integral. Then, the following conditions are equivalent to each other:

(i) \( X \) is an \( \mathbb{A}^1 \)-bundle over \( S \).

(ii) For every point \( P \) on \( S \) (including the generic point) the fiber \( \varphi^{-1}(P) \) above \( P \) is isomorphic to the affine line \( \mathbb{A}^1_{\kappa(P)} \) over the residue field \( \kappa(P) \) of \( P \).

(iii) The general fibers of \( \varphi \) are \( k \)-isomorphic to \( \mathbb{A}^1 \).

(iv) The generic fiber of \( \varphi \) is \( k(S) \)-isomorphic to \( \mathbb{A}^1_{\kappa(S)} \).

Proof. (i) \( \implies \) (ii) \( \implies \) (iii): Obvious. (iii) \( \implies \) (iv) follows from Lemma 4.7. (iv) \( \implies \) (i) follows from Theorem 4.1.1. \( \square \)

4.10

A flat specialization of \( \mathbb{A}^n(n \geq 2) \) is not necessarily isomorphic to \( \mathbb{A}^n \), as shown by the next:

Example. Let \( k \) be an algebraically closed field, and let \( C \) be a smooth affine plane curve of genus \( \geq 0 \) contained as a closed sub scheme in \( \mathbb{A}^2_k := \text{Spec}(k[x,y]) \). Let \( f(x,y) = 0 \) be the equation of \( C \). Let \( \mathcal{O} := k[t]_0 \) be the local ring of \( \mathbb{A}^1_k := \text{Spec}(k[t]) \) at \( t = 0 \), let \( K := k(t) \), and let \( A := \mathcal{O}[x,y,z]/(yz - f(x,y)) \). Let \( X := \text{Spec}(A), S := \text{Spec}(\mathcal{O}) \), and let \( \varphi : X \to S \) be the morphism induced by the injection \( \mathcal{O} \hookrightarrow A \). Then, \( \varphi \) is a faithfully flat, affine morphism of finite type, the generic fiber \( X_K \) of \( \varphi \) is isomorphic to \( \mathbb{A}^2_k \), and the closed fiber is \( k \)-isomorphic to \( C \times \mathbb{A}^1_k \), which is evidently not isomorphic to \( \mathbb{A}^2_k \). (Flatness of \( \varphi \) follows from \( [17; IV \ (14.3.8)] \).)

4.11

In the positive characteristic case there can be a flat fibration of a curve in which every closed fiber is \( \mathbb{A}^1 \) and yet the generic fiber is non-isomorphic to \( \mathbb{A}^1 \). For instance, let

\[
A := k[t] \subset R := k[t,X,Y]/(Y^p - X - tX^p)
\]
be the natural inclusion, and \( \varphi : X := \text{Spec}(R) \to S := \text{Spec}(A) \) be the corresponding morphism, where \( k \) denotes an algebraically closed field of characteristic \( p > 0 \). In this example, the generic fiber is a purely inseparable \( k(t) \)-form of \( A^1 \) studied in [26; §6], [27].

5 Classification of affine \( A^1 \)-bundles over a curve

5.1 In this section the ground field is assumed to be algebraically closed. Let \( C \) be a nonsingular curve defined over \( k \). An \( A^1 \)-bundle over \( C \) is a surjective morphism \( f : X \to C \) from a nonsingular surface \( X \) defined over \( k \) to \( C \) such that for every point \( P \) on \( C \) there exists an open neighborhood \( U \) of \( P \) for which \( f^{-1}(U) \cong U \times A^1 \). When a curve is fixed we denote an \( A^1 \)-bundle \( f : X \to C \) simply by \( (X, f) \). Given two \( A^1 \)-bundles \( (X, f) \) and \( (X', f') \) over \( C \), we say that \( (X, f) \) is isomorphic to \( (X', f') \) if there exists an isomorphism \( \theta : X \to X' \) such that \( f = f' \cdot \theta \). An \( A^1 \)-bundle \( (X, f) \) is said to be affine if the surface \( X \) is affine. The purpose of this section is to describe the set of isomorphism classes of affine \( A^1 \)-bundles over a nonsingular complete curve \( C \), especially when \( C \cong \mathbb{P}^1_k \). In the paragraphs below we let \( C \) be a nonsingular complete curve.

5.2 Lemma (cf. 2.4.1). Let \( f : X \to C \) be an affine \( A^1 \)-bundle over \( C \). Then there exist an ample line bundle \( L \) over \( C \) and a nontrivial extension \( E \) of \( L \) by \( \mathcal{O}_C \) such that \( X \) is isomorphic to the \( \mathbb{P}^1 \)-bundle \( \mathbb{P}(E) \) minus the section \( S_\infty \) of \( \mathbb{P}(E) \) corresponding to \( L \) and that \( f \) is the restriction onto \( X \) of the canonical projection \( \mathbb{P}(E) \to C \).

Proof. Let \( \mathcal{U} = \{U_i\}_{i \in I} \) be an affine open covering of \( C \) such that \( f^{-1}(U_i) \cong U_i \times A^1 \) for \( i \in I \). Let \( A_i := k[U_i] \) and \( R_i := k[f^{-1}(U_i)] \).
Then $R_i = A_i[t_i]$, where $t_i$'s are subject to

$$t_j = a_{ji}t_i + b_{ji} \quad \text{with} \quad a_{ji} \in A^*_j \quad \text{and} \quad b_{ji} \in A_{ji}$$

$$a_{ti} = a_{tj}a_{ji} \quad \text{and} \quad b_{ti} = a_{tj}b_{ji} + b_{tj} \quad \text{in} \quad A_{ij},$$

where $i, j, \ell \in I$, $A_{ij} = k[U_i \cap U_j]$ and $A_{ij\ell} = k[U_i \cap U_j \cap U_\ell]$. Let $L$ be a line bundle over $C$ having transition functions $\{a_{ji}\}$ with respect to $\mathcal{U}$, and let $E$ be a rank 2 vector bundle over $C$ having transition matrices $\begin{pmatrix} a_{ji} & b_{ji} \\ 0 & 1 \end{pmatrix}$ with respect to $\mathcal{U}$. Then $E$ is an extension of $L$ by $\mathcal{O}_C$; $0 \to \mathcal{O}_C \to E \to L \to 0$, and $(X, f)$ is isomorphic to $(\mathbb{P}(E) - S_\infty, \pi)$, where $S_\infty$ is the section of the $\mathbb{P}^1$-bundle $\mathbb{P}(E)$ corresponding to $L$ and $\pi$ is the restriction onto $\mathbb{P}(E) - S_\infty$ of the canonical projection $\mathbb{P}(E) \to C$. The assumption that $X$ is affine implies that $L$ is an ample line bundle and $E$ is a nontrivial extension of $L$ by $\mathcal{O}_C$, (cf. 2.4.1). \hfill \Box

### 5.3

**Lemma.** Let $(X, f)$ and $(X', f')$ be affine $\mathbb{A}^1$-bundles over $C$. Let

$$0 \to \mathcal{O}_C \xrightarrow{i} E \xrightarrow{\rho} L \to 0$$

(resp. $0 \to \mathcal{O}_C \xrightarrow{i'} E' \xrightarrow{\rho'} L' \to 0$)

be a nontrivial extension of an ample line bundle $L$ (resp. $L'$) by $\mathcal{O}_C$ as constructed in 5.2 from $(X, f)$ (resp. $(X', f')$). Then $(X, f)$ is isomorphic to $(X', f')$ if and only if there exist isomorphisms $\phi : E' \to E$ and $\psi : L' \to L$ of vector bundles over $C$ which make the following diagram commutative:

$$
\begin{array}{ccc}
0 & \to & \mathcal{O}_C \\
\downarrow{\text{id.}} & & \downarrow{\phi} \\
0 & \to & E' \\
\downarrow{\phi} & & \downarrow{\psi} \\
0 & \to & L'
\end{array}
$$

**Proof.** We shall prove the “only if” part only. There exists an affine open covering $\mathcal{U} = \{U_i\}_{i \in I}$ such that $f^{-1}(U_i) \cong U_i \times \mathbb{A}^1$ and $f'^{-1}(U_i) \cong \therefore
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\( U_i \times \mathbb{A}^1 \) for any \( i \in I \). Set \( A_i = k[U_i], A_{ij} = k[U_i \cap U_j], R_i = k[f^{-1}(U_i)] = A_i[t_i] \) and \( R'_i = k[f^{-1}(U_i)] = A_i[t'_i] \). Let

\[
t_j = a_{ji} t_i + b_{ji} \quad \text{and} \quad t'_j = a'_{ji} t'_i + b'_{ji} \quad \text{with} \quad a_{ji}, a'_{ji} \in A_{ij}^* \quad \text{and} \quad b_{ji}, b'_{ji} \in A_{ij} \quad \text{for any pair} \quad i, j \in I.
\]

Then an isomorphism \( \theta : X \to X' \) with \( f = f' \cdot \theta \) induces an \( A_i \)-isomorphism \( \varphi_i : R'_i \to R_i \) for any \( i \in I \) such that \( \varphi_i = \varphi_j \) on \( R'_{ij} := k[f^{-1}(U_i \cap U_j)] \). Write \( \varphi_i(t'_i) = a_i t_i + \beta_i \) with \( a_i \in A_i^* \) and \( \beta_i \in A_i \). Then it is easily ascertained that we have:

\[
\begin{pmatrix}
a'_{ji} & b'_{ji} \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
a_i & \beta_i \\
0 & 1
\end{pmatrix}
= \begin{pmatrix}
a_j & \beta_j \\
0 & 1
\end{pmatrix}
\begin{pmatrix}
a_{ji} & b_{ji} \\
0 & 1
\end{pmatrix}
\]

for \( i, j \in I \). Let \( E|_{U_i} = \mathcal{O}_{U_i} v_i + \mathcal{O}_{U_i} w \) and \( E'|_{U_i} = \mathcal{O}_{U_i} v'_i + \mathcal{O}_{U_i} w' \), where \( \mathcal{O}_{U_i} w = 1(\mathcal{O}_{U_i}) \) and \( \mathcal{O}_{U_i} w' = \mathcal{O}_i(\mathcal{O}_{U_i}) \). Define \( \mathcal{O}_{U_i} \)-isomorphisms \( \phi_i : E'|_{U_i} \to E|_{U_i} \) and \( \psi_i : L'|_{U_i} \to L|_{U_i} \) by

\[
\phi_i(v'_i) = \alpha_i v_i + \beta_i w, \quad \phi_i(w') = w \quad \text{and} \quad \psi_i(\rho(v'_i)) = \alpha_i \rho(v_i).
\]

Then it is easy to see that \( \phi_i \)'s and \( \psi_i \)'s patch each other on \( U_i \cap U_j \) to give isomorphisms of vector bundles \( \phi : E' \to E \) and \( \psi : L' \to L \) such that \( \phi_i = \phi|_{U_i}, \psi_i = \psi|_{U_i} \) for \( i \in I \). By construction \( \phi \) and \( \psi \) satisfy \( \phi \cdot \rho' = 2 \) and \( \psi \cdot \rho' = \rho \cdot \phi \).

\[\square\]

5.4

We have the following:

5.4.1

**Lemma.** With the notations of \([\S 2]\) we have \( L \cong \mathcal{O}_C(S_\infty \cdot S_\infty) \), where \( S_\infty \) is identified with \( C \).

**Proof.** Let \( V := \mathbb{P}(E) \) and \( S := S_\infty \). Then we have an exact sequence,

\[
0 \longrightarrow \mathcal{O}_V(-2S) \longrightarrow \mathcal{O}_V(-S) \longrightarrow \mathcal{O}_S(-S \cdot S) \longrightarrow 0.
\]
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Now write $E|_{U_i} \mathcal{O}_n + \mathcal{O}_{U_i}w$ as in the proof of Lemma 5.3. Then we have $v_j = a_{ij}v_i + b_{ij}w$ for $i, j \in I$. Let $M := \mathcal{O}_V(-S)/\mathcal{O}_V(-2S)$, which is viewed as a line bundle on $S \cong C$. Then $M|_{U_i} \cong \mathcal{O}_{U_i}(w/v_i)$ (modulo $(w/v_i)^2$), and $w/v_j = a_{ij}(w/v_i)$ (modulo $(w/v_i)^2$) on $U_i \cap U_j$. Therefore $M \cong L^{-1}$, and consequently we obtain $L \cong \mathcal{O}_S(S \cdot S)$.

5.4.2

An immediate consequence of Lemma 5.2 and Lemma 5.3 is:

**Lemma.** Let $L$ be an ample line bundle over $C$. Then the set of isomorphism classes of affine $\mathbb{A}^1$-bundles $(X, f)$ such that $\mathcal{O}_C(S_\infty \cdot S_\infty) \cong L$ (cf. 5.2 and 5.4.1) is isomorphic to the projective space $\mathbb{P}(H^1(C, L^{-1}))$.

5.5

In this paragraph we assume that $C$ is isomorphic to the projective line $\mathbb{P}^1$. Then note that any $\mathbb{P}^1$-bundle over $C$ is isomorphic to one of $F_n$'s ($n \geq 0$), where $F_n = \mathbb{P}(\mathcal{O}_C \oplus \mathcal{O}_C(-n))$. We denote by $B_n$ the unique section of $F_n$ such that $(B_n) = -n$ and by $\ell$ a fiber of the canonical projection $F_n \to C$. If $n = 0$, $F_0$ has two distinct structures of $\mathbb{P}^1$-bundle and $B_0$ is not uniquely chosen; hence we fix a structure of $\mathbb{P}^1$-bundle on $F_0$ and a section $B_0$. With these conventions we have:

5.5.1

**Lemma.** Let $(X, f)$ be an affine $\mathbb{A}^1$-bundle over $C = \mathbb{P}^1$. Then $(X, f)$ is isomorphic to $(F_n - S_\infty, \pi)$ (cf. 5.2), where $S_\infty \sim B_n + s\ell$ with $s > n$ and $L \cong \mathcal{O}_C(2s - n)$. Moreover, such $n$ and $s$ are uniquely determined by the $\mathbb{A}^1$-bundle $(X, f)$.

**Proof.** Since $S_\infty$ is an ample divisor on $F_n$ we have: $S_\infty \sim B_n + s\ell$ with $s > n$ (cf. 16). With the notations of 5.2 we have $F_n = \mathbb{P}(E)$, where $E$ is a nontrivial extension of $L$ by $\mathcal{O}_C$. By virtue of 5.4.1 we have $L \cong \mathcal{O}_C(S_\infty \cdot S_\infty)$; hence $L \cong \mathcal{O}_C(2s - n)$. Moreover, by virtue of 5.3 $E$ and $L$ are uniquely determined up to isomorphism. Hence $n$ and also $s$ are uniquely determined by $(X, f)$. □
5.5.2

**Lemma.** Let $n$ and $s$ be the fixed integers such that $s > n \geq 0$. Then we have the following:

1. The set of isomorphism classes of affine $\mathbb{A}^1$-bundles of the form $(F_n - S_\infty, \pi)$ with $S_\infty \sim B_n + st$ is a locally closed subset $A(n, s)$ in the projective space $\mathbb{P}(H^0(\mathbb{P}^1, O(2s - n - 2))) = \mathbb{P}^{2s-n-2}$.

2. $\dim A(n, s)$ equals $2s - 2n - 1$ if $n > 0$ and $2s - 2$ if $n = 0$.

3. $A(0, s)$ and $A(1, s)$ are dense subset of $\mathbb{P}^{2s-2}$ and $\mathbb{P}^{2s-3}$, respectively.

**Proof.** Our proof consists of three steps.

(I) Let $(X, f)$ be an affine $\mathbb{A}^1$-bundle isomorphic to $(F_n - S_\infty, \pi)$ with $S_\infty \sim B_n + st$. By virtue of 5.2, $(X, f)$ is determined by a nontrivial extension 

$$
0 \rightarrow \mathcal{O}_C \xrightarrow{i} E \xrightarrow{\rho} \mathcal{O}_C(2s - n) \rightarrow 0,
$$

where $F_n = \mathbb{P}(E)$ and $\mathcal{O}_C(2s - n)$ gives rise to a section $S_\infty$ of $F_n$. Then it is easily shown that $E = \mathcal{O}_C(s - n)e_1 \oplus \mathcal{O}_C(s)e_2$, where $e_1$ and $e_2$ constitute a basis of the decomposable rank 2 vector bundle $E$ over $C$. The injection $l : \mathcal{O}_C \hookrightarrow E$ is given by elements $f \in H^0(C, \mathcal{O}_C(s - n))$ and $g \in H^0(C, \mathcal{O}_C(s))$ such that $f \neq 0$, $g \neq 0$ and $\text{Supp}(f) \cap \text{Supp}(g) = \emptyset$. Such a pair $(f, g)$ is a point of a nonempty open set $U$ in $\{\mathbb{A}^{n+s+1} - (0)\} \times \{\mathbb{A}^{s+1} - (0)\}$. On the other hand, $l$ determines the surjection $\rho : E \rightarrow \mathcal{O}_C(2s - n)$ uniquely up to multiplication of elements of $k'$ on $\mathcal{O}_C(2s - n)$; indeed, if $\mathcal{O}_C(2s - n)$ is identified with $\Lambda^2 E$ then $\rho$ is given by $\rho(e_1) = -ge_1\Lambda e_2$ and $\rho(e_2) = fe_1\Lambda e_2$.

(II) Let 

$$
0 \rightarrow \mathcal{O}_C \xrightarrow{i'} E' \xrightarrow{\rho'} \mathcal{O}_C(2s - n) \rightarrow 0
$$

be a nontrivial extension with $E' = \mathcal{O}_C(s - n)e'_1 \oplus \mathcal{O}_C(s)e'_2$, and let $l'$ be determined by a pair $(f', g') \in U$. If $\phi : E' \rightarrow E$ is an
Lemma. Let \( \alpha \) be a locally closed subset of \( \mathbb{A}^{2s-1} \) and \( \beta \) be a locally closed subset of \( \mathbb{A}^{2s} \). Then \( \alpha \) and \( \beta \) are isomorphic to the quotient variety \( GL(2, k) \) if and only if we have:

(i) \( f = \alpha f' \) and \( g = \beta g' + hf' \) if \( n > 0 \),

(ii) \( f = \alpha f' + \gamma g' \) and \( g = \beta f' + \delta g' \) if \( n = 0 \).

Let \( G \) be an algebraic group defined by:

\[
G = \left\{ \begin{pmatrix} h & 0 \\ 0 & \beta \end{pmatrix} ; \alpha, \beta \in k^* \right\} \text{ if } n > 0,
\]

and \( G = GL(2, k) \) if \( n = 0 \).

Then it is readily verified that the subset \( U \) of \( \mathbb{A}^{2s-1} \times \mathbb{A}^{2s} \) is \( G \)-stable and \( G \) acts freely on \( U \). Therefore, \( A(n, s) \) is a locally closed subset of \( \mathbb{P}(H^1(C, L^{-1})) \) with \( L \cong \mathcal{O}_C(2s-n) \), and \( A(n, s) \) is isomorphic to the quotient variety \( U/G \). Thus we know that \( \dim A(n, s) = (2s-n+2) - (n+3) = 2s-2n-1 \) if \( n > 0 \), and \( \dim A(0, s) = (2s+2) - 4 = 2s-2 \).

(III) Note that \( \mathbb{P}(H^1(C, L^{-1})) \cong \mathbb{P}^{2s-n-2} \) where \( L \cong \mathcal{O}_C(2s-n) \). By comparison of dimensions of \( A(n, s) \) and \( \mathbb{P}^{2s-n-2} \) we know that \( A(0, s) \) and \( A(1, s) \) are dense subsets of \( \mathbb{P}^{2s-2} \) and \( \mathbb{P}^{2s-3} \), respectively. This completes the proof of Lemma 5.5.2.

\[\square\]

5.5.3

**Lemma.** Let \( (n, s) \) and \( (n', s') \) be pairs of integers such that \( s > n \geq 0 \), \( s' > n' \geq 0 \) and \( 2s - n = 2s' - n' \). Then the subsets \( A(n, s) \) and \( A(n', s') \) of \( \mathbb{P}(H^1(C, \mathcal{O}_C(n - 2s))) \) have no intersection if \( (n, s) \neq (n', s') \).

**Proof.** Immediate in virtue of Lemmas 5.5.2 and 5.5.1. \( \square \)
5.5.4

In virtue of Lemmas 5.4.2, 5.5.1, 5.5.2 and 5.5.3 we have the following:

**Theorem.** Let \( m \) be a positive integer. Then we have:

1. The set of isomorphism classes of affine \( \mathbb{A}^1 \)-bundles \((X, f)\) with \((S^m_0) = m\) is isomorphic to the set of \( k \)-rational points of \( \mathbb{P}(H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(m - 2))) \).

2. The projective space \( \mathbb{P}(H^0(\mathbb{P}^1, \mathcal{O}_{\mathbb{P}^1}(m - 2))) \) is decomposed into a disjoint union of locally closed subsets \( A(n, s) \), where \((n, s)\) runs through all pairs of integers such that \( s > n \geq 0 \) and \( m = 2s - n \).

3. \( A(n, s) \) is isomorphic to the set of isomorphism classes of affine \( \mathbb{A}^1 \)-bundles \((X, f)\) over \( \mathbb{P}^1 \) which are of the form: \((F_n - S_\infty, \pi)\) with \( S_\infty \sim B_n + s\ell \).

5.6

Let \((X, f)\) be an affine \( \mathbb{A}^1 \)-bundle \((F_n - S_\infty, \pi)\) with \( S_\infty \sim B_n + s\ell \) and \( s > n \). Then the affine surface \( X \) has structures of \( \mathbb{A}^1 \)-bundles other than \( f : X \to \mathbb{P}^1 \), as will be shown below. Let \( V := F_n \) and \( S := S_\infty \). Let \( P_0 \) be an arbitrary point on \( S \), let \( \sigma_1 : V_1 \to V \) be a quadratic transformation with center at \( P_0 \) and let \( P_1 := \sigma_1'(S) \cap \sigma_1^{-1}(P_0) \). For \( 1 \leq i \leq m \), define inductively a quadratic transformation \( \sigma_{i+1} : V_{i+1} \to V_i \) with center \( P_i \) and let \( P_{i+1} := (\sigma_1 \cdots \sigma_{i+1})'(S) \cap \sigma_{i+1}^{-1}(P_i) \), where \( m = 2s - n \). Let \( Q \) be a point on \((\sigma_{m+1})^{-1}(P_m) \) other than \( P_{m+1} \) and \((\sigma_m)^{-1}(P_m) \cap (\sigma_{m+1})'(\sigma_m^{-1}(P_{m-1})) \). Let \( \tau : W \to V_{m+1} \) be a quadratic transformation with center at \( Q \). Let \( \sigma := (\sigma_1 \cdots \sigma_{m+1} \cdot \tau) : W \to V_i \), \( E_i := (\sigma_{i+1} \cdots \sigma_{m+1} \cdot \tau)'(\sigma_i^{-1}(P_{i-1})) \) for \( 1 \leq i \leq m \), and let \( E_{m+1} := \tau'(\sigma_{m+1}^{-1}(P_m)) \) and \( E_{m+2} := \tau^{-1}(Q) \). Let \( \ell_0 \) be the fiber of the canonical projection \( F_n \to \mathbb{P}^1 \) passing through \( P_0 \). Then \( \sigma^{-1}(S \cup \ell_0) \) has the following configuration:
Let $\Lambda$ be the linear subsystem of $|B_n + (s+1)\ell|$ consisting of members which pass through $P_0, \ldots, P_m, Q$ with multiplicities $\geq 1$. Then we have the following:

**Lemma.** With the notations as above, we have:

1. $\Lambda$ is an irreducible linear pencil.
2. $S + \ell_0$ is a unique reducible member of $\Lambda$, and all other members of $\Lambda$ are nonsingular rational irreducible curves.
3. The proper transform $N'$ of $\Lambda$ by $\sigma$ has no base points; $E_{m+2}$ is a cross-section of the morphism $\Phi_{N'} : W \to \mathbb{P}^1$ defined by $N'$; $\sigma'(S) + E_{m+1} + E_m + \cdots + E_1 + \sigma'(\ell_0)$ is a member of $N'$.

**Proof.** Our proof consists of two steps.

1. Since $\dim |B_n + (s+1)\ell| = 2s - n + 3 = m + 3$ we know that $\dim \Lambda \geq m+3-(m+2) = 1$. Let $D$ be a reducible member (if at all) of $\Lambda$ such that $D \neq S + \ell_0$, and write $D = \sum n_i D_i$ with irreducible components $D_i$ and integers $n_i > 0$ for $1 \leq i \leq t$. Then it is easy to see that one of $D_1$'s, say $D_1$, is linearly equivalent to $B_n + r\ell$ with $r \geq 0$ and $n_1 = 1$, and $D_2, \ldots, D_t$ are fibers of the canonical projection $F_n \to \mathbb{P}^1$; we have $r \leq s$ because $D$ is a reducible member. Then, since $m \geq 2$, $D_1$ must pass through the points $P_0, P_1, \ldots, P_m$. This implies that $(D_1 \cdot S) = s+r-n \geq m+1 = 2s-n+1$, whence $r \geq s+1$. This is a contradiction. Hence every member
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$D$ of $\Lambda$ such that $D \neq S + \ell_0$ is an irreducible curve. On the other hand, since $(D \cdot \ell) = 1$ we know that $D$ is a nonsingular rational curve.

(II) The fact that every number $D$ of $\Lambda$ such that $D \neq S + \ell_0$ is a nonsingular irreducible curve implies the following:

(i) $\sigma'(S) + E_{m+1} + E_m + \cdots + E_1 + \sigma'(\ell_0)$ is a member of $\Lambda'$; hence $S + \ell_0$ is a (unique reducible) member of $\Lambda$.

(ii) Every member of $\Lambda'$ other than $\sigma'(S) + E_{m+1} + \cdots + E_1 + \sigma'(\ell_0)$ is of the form $\sigma'(D)$ with $D \in \Lambda$.

Let $D$ and $D'$ be general members of $\Lambda$. Then, since $(D \cdot D') = ((B_n + (s+1)\ell)^2) = 2s-n+2 = m+2$ we have $(\sigma'(D) \cdot \sigma'(D')) = 0$. This implies in turn the following:

(iii) $\Lambda'$ (hence $\Lambda$) is an irreducible linear pencil; $\Lambda'$ has no base points at all.

(iv) $E_{m+2}$ is a cross-section of the morphism $\Phi_{\Lambda'} : W \to \mathbb{P}^1$ defined by $\Lambda'$.

The above observations complete the proof of Lemma 5.6.1. □

5.6.2

Let $\rho : W \to Z$ be the contraction of $\sigma'(S)$, $E_{m+1}$, $E_m, \ldots, E_1$ in this order, and let $T = \rho(E_{m+2})$. Since $\rho$ contracts only curves in the member $\sigma'(S) + E_{m+1} + \cdots + E_1 + \sigma'(\ell_0)$ of $\Lambda'$ we know that the proper transform of $\Lambda'$ by $\rho$ defines a structure of $\mathbb{P}^1$-bundle on $Z$, for which $\rho(\sigma'(D))$ ($D \in \Lambda, D \neq S + \ell_0$) and $\rho(\sigma'(\ell_0))$ constitute the fibers of the $\mathbb{P}^1$-bundle $g : Z \to \mathbb{P}^1$, and $T$ is a cross-section with $(T^2) = m$. Note that $X = F_n - S$ is unchanged under a birational transformation $\rho \cdot \sigma^{-1} : V \to Z$. Consequently, $X$ has a structure of $\mathbb{A}^1$-bundle $g : X \to \mathbb{P}^1$ other than $f : X \to \mathbb{P}^1$, where $X = Z - T$ and $g := q|_X$. However, we could not determine integers $n'$ and $s'$ such that $Z = F_{n'}$, and $T \sim B_{n'} + s' \ell$. 


Geometry of the affine line

5.7

In this paragraph we shall show that the affine surface \( X = F_n - S_\infty \) constructed in 5.2 has a nontrivial \( G_a \)-action. With the notations of 5.6 choose a point \( P_0 \) so that \( P_0 \notin S_\infty \cap B_n \) if \( n > 0 \). Take the points \( P_1, \ldots, P_{m-1} \) as in 5.6 and let \( \sigma_i : V_i \to V_{i-1} \) be a quadratic transformation with center at \( P_{i-1} \) for \( 1 \leq i \leq m \), where \( V_0 := V \). Let \( \varphi = \sigma_1 \cdot \ldots \cdot \sigma_m \), and let \( E_i = (\sigma_{i+1} \cdot \ldots \cdot \sigma_m')(\sigma_i^{-1}(P_{i-1})) \), by abuse of notations, for \( 1 \leq i < m \) and \( E_m = \sigma_m^{-1}(P_{m-1}) \).

5.7.1

Let \( N \) be the linear subsystem of \( |B_n + (s-1)\ell| \) consisting of members which pass through the points \( P_0, P_1, \ldots, P_{m-2} \) with multiplicities \( \geq 1 \). Then we have:

**Lemma.** With the notations as above, \( M \) consists of a single member \( T \) which is a nonsingular rational irreducible curve.

**Proof.** Since \( \dim |B_n + (s-1)\ell| = 2s - n - 1 = m - 1 \), we have \( \dim M \geq (m-1) - (m-1) = 0 \). Hence \( M \) is not empty. Let \( D \) be a member of \( M \). We shall show that \( D \) is an irreducible curve. Assume the contrary, and write \( D = \sum_{i=1}^{t} n_i D_i \) with irreducible components \( D_i \) and integers \( n_i > 0 \) for \( 1 \leq i \leq t \). Then, as in the proof of Lemma 5.6.1 one of \( D_i \)'s, say \( D_1 \), is linearly equivalent to \( B_n + r\ell \) with \( r \geq 0 \) and \( n_1 = 1 \), and \( D_2, \ldots, D_t \) are fibers of the canonical projection \( F_n \to \mathbb{P}^1 \). Then we have \( r \leq s - 2 \) since \( D \) is reducible, whence \( s \geq 2 \) and \( m \geq 3 \). Then \( D_1 \) must pass through the points \( P_0, P_1, \ldots, P_{m-2} \). This implies that \( (D_1 \cdot S) = s + r - n \geq m - 1 = 2s - n - 1 \), whence \( r \geq s - 1 \). This is a contradiction. Thus every member \( D \) of \( M \) is irreducible. On the other hand, since \( (D \cdot \ell) = 1 \) we know that \( D \) is a nonsingular rational curve. If \( \dim M > 0 \), let \( D \) and \( D' \) be general members of \( M \). Then \( (D \cdot D') = ((B_n + (s-1)\ell)^2) = 2s - n - 2 = m - 2 \) while \( (D \cdot D') \) must be \( \geq m - 1 \). This is a contradiction. Hence \( \dim M = 0 \). \( \square \)
Classification of affine $\mathbb{A}^1$-bundles over a curve

5.7.2

Let $M$ be the linear subsystem of $|B_0 + s|$ consisting of members which pass through the points $P_0, P_1, \ldots, P_{m-1}$ with multiplicities $\geq 1$. Then we have:

**Lemma.** With the notations as above, we have:

1. $N$ is an irreducible linear pencil.
2. $T + \ell_0$ is a unique reducible member of $N$, and all other members of $N$ are nonsingular rational irreducible curves.
3. The proper transform $N'$ of $N$ by $\phi$ has no base points; $E_m$ is a cross-section of the morphism $\Phi_{N'} : V_m \to \mathbb{P}^1$ defined by $N'$; $\phi'(T) + E_{m-1} + \cdots + E_1 + \phi'((\ell_0))$ is a member of $N'$.

**Proof.** All assertions can be proved in the same fashion as in the proof of 5.6.1 with slight modifications. Therefore we shall leave a proof to readers as an exercise. $\square$

5.7.3

We have the following configuration of $\varphi^{-1}(S \cup T \cup \ell_0)$:

Note that $X = V_m - (\varphi'(S) \cup E_m \cup \ldots \cup E_1)$ and $V_m$ has a linear pencil $N'$ whose members are $\varphi'(D)$’s for $D \in N$ with $D \neq T + \ell_0$ and $\varphi'(T) + E_{m-1} + \cdots + E_1 + \varphi'((\ell_0))$. Therefore, it is easily seen that the affine surface $X$ has an algebraic pencil $\mathcal{F}$ of affine lines parametrized by the affine line $\mathbb{A}^1$. Let $Q_0$ be the point on $\mathbb{A}^1$ corresponding to the
member \((\varphi'(T) \cup \varphi'(l_0)) \cap X\). Then \(X_0 := X - (\varphi'(T) \cup \varphi'(l_0))\) has an algebraic pencil of affine lines parametrized by \(\mathbb{A}^1_* := \mathbb{A}^1 - \{Q_0\}\), where every member of the pencil is the affine line. Hence \(X_0\) is an \(\mathbb{A}^1\)-bundle over \(\mathbb{A}^1_*\), which is trivial, i.e., \(X_0 \cong \mathbb{A}^1 \times \mathbb{A}^1_*\). Then, as in Lemma 2.2.1 and Theorem 2.3 we can readily show that there exists a nontrivial \(G_a\)-action on \(X\) such that every member of \(\mathcal{F}\) other than \((\varphi'(T) \cup \varphi'(l_0)) \cap X\) is the \(G_a\)-orbit.

6 Locally nilpotent derivations in connection with the cancellation problem

6.1

A \(k\)-algebra \(A\) is called strongly \(n\)-invariant (or \(n\)-invariant) if \(A\) satisfies the condition: Given a \(k\)-algebra \(B\) and indeterminates \(X_1, \ldots, X_n\) and \(Y_1, \ldots, Y_n\), if \(\theta : A[X_1, \ldots, X_n] \rightarrow B[Y_1, \ldots, Y_n]\) is a \(k\)-isomorphism then we have necessarily \(\theta(A) = B\) (or \(A\) is isomorphic to \(B\) under some \(k\)-isomorphism). If \(A\) is strongly \(n\)-invariant (or \(n\)-invariant) for all integers \(n \geq 1\) then \(A\) is called strongly invariant (or invariant). A problem asking whether or not a (given) \(k\)-algebra \(A\) is strongly invariant (or invariant) is called, in general, the cancellation problem. The purpose of this section is to apply the results in the previous sections to the cancellation problem. Namely, we are interested in looking for necessary or sufficient conditions for a given \(k\)-algebra to be strongly invariant, which can be written in terms of locally finite (or locally finite iterative) higher derivations.

6.2

A sufficient condition for strong \(1\)-invariance is given, by making use of Nagata’s theorem \[42\], in the following:

Lemma (cf. [11]). Let \(A\) be an affine \(k\)-domain. If \(A\) is not birationally ruled over \(k\), then \(A\) is strongly \(1\)-invariant.
Here, an affine $k$-domain $A$ is said to be *birationally ruled over $k$* if the quotient field $Q(A)$ is a purely transcendental extension $K(t)$ in one variable over a sub field $K$ of $Q(A)$ containing $k$.

### 6.3

Another sufficient condition for strong invariance is the following:

**Lemma.** Let $A$ be a $k$-algebra. If $A$ has no nontrivial locally finite higher derivations then $A$ is strongly invariant.

**Proof.** Assume that $A$ is not strongly invariant. Then there exists a $k$-algebra $B(\neq A)$ such that $A[X_1, \ldots, X_n] = B[Y_1, \ldots, Y_n]$ for some integer $n \geq 1$, where $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$ are algebraically independent over $A$ and $B$, respectively. Let $a$ be an element of $A$ not in $B$. Then $a$ is written as

$$a = \sum b_{\alpha_1 \ldots \alpha_n} Y_1^{\alpha_1} \cdots Y_n^{\alpha_n} = f(Y_1, \ldots, Y_n) \notin B.$$ 

Assume that $Y_1$ appears in $f(Y_1, \ldots, Y_n)$. Let $T$ be an indeterminate and let $\psi$ be a $k$-algebra homomorphism of $B[Y_1, \ldots, Y_n]$ into $B[Y_1, \ldots, Y_n, T]$ such that $\psi(Y_1) = Y_1 + T$ and $\psi(Y_i) = Y_i$ for $2 \leq i \leq n$. Then we can see easily that $\psi(a)$ is written as

$$\psi(a) = a + T^m g(Y_1, \ldots, Y_n, T)$$

with $g(Y_1, \ldots, Y_n, T) \neq 0$ and $m \geq 1$.

Write $g(Y_1, \ldots, Y_n, T) = h(X_1, \ldots, X_n, T) \in A[X_1, \ldots, X_n, T]$. Let $\mu_1, \ldots, \mu_n$ be a set of positive integers such that $h(T^{\mu_1}, \ldots, T^{\mu_n}, T) \neq 0$. Let 2 be the canonical injection $A \hookrightarrow A[X_1, \ldots, X_n]$ and let $\tau$ be a homomorphism (of $A$-algebras) of $A[X_1, \ldots, X_n, T] = B[Y_1, \ldots, Y_n, T]$ into $A[T]$ such that $\tau(X_i) = T^{\mu_i}$ for $1 \leq i \leq n$ and $\tau(T) = T$. Let $\rho = \tau \cdot \psi \cdot 2$. Then $\rho$ is a $k$-algebra homomorphism of $A$ into $A[T]$ such that $\rho(a) \notin A$ and $\rho$ defines a nontrivial locally finite higher derivation (cf. Lemma [1,2]).

---

3We are indebted to Y. Ishibashi for improving the original proof.
6.4

As a practical criterion for strong invariance, the next result given in 6.4.1 below is often more useful than the one given in Lemma 6.3.

6.4.1

Lemma. Let $k$ be an infinite field and let $A$ be an affine $k$-domain satisfying the conditions:

1. $\text{Spec}(A)(k)$ is dense in $\text{Spec}(A)$.
2. There is no nonconstant $k$-morphism from the affine line $\mathbb{A}^1_k$ to $\text{Spec}(A)$.

Then $A$ is strongly invariant.

The proof can be done along the same principle as in the proof of Lemma 6.3 and we shall leave it to readers.

6.4.2

The rings in the next two examples can be shown to be strongly invariant by applying Lemma 6.4.1, the first one of which was first given by Hochster [23] and discussed later by Eakin and Heinzer [13].

Example 1. Let $A_n := \mathbb{R}[X_0, \ldots, X_n]/(X_0^2 + \cdots + X_n^2 - 1)$ be the affine ring of the real $n$-sphere for $n \geq 1$. Then $A_n$ is strongly invariant; a polynomial ring $A_n[t]$ in one variable over $A_n$ is invariant; a polynomial ring $A_n[t_1, \ldots, t_n]$ in $n$-variables over $A_n$ is not 1-invariant if $n \neq 1, 3, 7$.

Example 2. Let $k$ be a non-perfect field of characteristic $p > 0$, and let $A = k[X, Y]/(Y^{p^n} - X - a_1X^p - \cdots - a_rX^{p^r})$, where $r, n > 0$ and $a_1, \ldots, a_r \in k$ with one of $a_1, \ldots, a_r \notin k^p$. $A$ is the affine ring of a Russell $k$-group, which will be discussed in Chapter III. Then $A$ is strongly invariant, while, for the perfect closure $k'$ of $k$, $A \otimes_k k'$ is not strongly invariant because $A \otimes_k k'$ is a polynomial ring in one variable over $k'$.

The second example exhibits that strong invariance is not preserved under faithfully flat ascent, while it is preserved under faithfully flat descent (cf. Miyanishi and Nakai [36]).
6.4.3

The converse of Lemma 6.3 does not hold as shown by the next

**Example.** Let $k$ be an algebraically closed field and let $A$ be the affine ring of the affine cone of a nonsingular projective variety $U$. Assume that there is no nonconstant $k$-rational mapping from $\mathbb{A}^1_k$ to $U$. Then $A$ is strongly invariant, while $A$ has a nontrivial locally finite higher derivation.

**Proof.** As shown in [1], $A$ has a nontrivial locally finite higher derivation. Hence it remains to show that $A$ is strongly invariant. Assume that we are given a $k$-algebra $B$ satisfying $A[X_1, \ldots, X_n] = B[Y_1, \ldots, Y_n]$, where $X_1, \ldots, X_n$ and $Y_1, \ldots, Y_n$ are algebraically independent over $A$ and $B$, respectively. Set $V := \text{Spec}(A)$ and $W := \text{Spec}(B)$; $W$ (as well as $V$) is an affine variety defined over $k$ because the relation $A[X_1, \ldots, X_n] = B[Y_1, \ldots, Y_n]$ implies that $B$ is an affine $k$-domain; we have $V \times \mathbb{A}^n_k = W \times \mathbb{A}^n_k$. Let $q_V : V \times \mathbb{A}^n_k \to V$ and $q_W : W \times \mathbb{A}^n_k \to W$ be the canonical projections onto $V$ and $W$, respectively, and let $\pi : V - \{v_0\} \to U$ be the projection of the cone to the base variety, where $v_0$ is the vertex of the cone $V$. For a point $w$ of $W$, $\pi q_V(q_W^{-1}(w))$ is a point $u$ of $U$ because of the stated assumption that there is no nonconstant $k$-rational mapping of $\mathbb{A}^1_k$ to $U$. Assume that $q_V(q_W^{-1}(w))$ is not a point. Then $q_V(q_W^{-1}(w)) = \pi^{-1}(u)$ because $q_V(q_W^{-1}(w))$ is an affine rational curve with only one place at infinity and $q_V(q_W^{-1}(w)) \subset \pi^{-1}(u)$. This implies that $q_W^{-1}(w)$ intersects the singular locus $q_V^{-1}(v)$ of $V \times \mathbb{A}^n_k = W \times \mathbb{A}^n_k$. Besides, it is readily shown that $W$ has a unique singular point $w_0$ and $q_W^{-1}(w_0)$ is the singular locus of $W \times \mathbb{A}^n_k$; hence $q_V^{-1}(v_0) = q_W^{-1}(w_0)$. Thus, we have $w = w_0$ because $q_W^{-1}(w) \cap q_W^{-1}(w_0) \neq \emptyset$. If $w \neq w_0$ we have shown that $q_V(q_W^{-1}(w))$ is a point $v$ of $V$, i.e., $q_W^{-1}(w) \subset q_V^{-1}(v)$. Indeed, we have $q_W^{-1}(w) = q_V^{-1}(v)$ because both $q_W^{-1}(w)$ and $q_V^{-1}(v)$ are isomorphic to $\mathbb{A}^n_k$ (cf. Ax [8]). This means that every maximal ideal of $B$ is vertical relative to $A$ in the terminology of [1]. Then $A = B$ by virtue of [ibid., (1.13)].

\[\square\]

6.5

A necessary condition for strong invariance is given by the next
Lemma. Let $A$ be a $k$-algebra. If $A$ has a nontrivial locally finite iterative higher derivation $D$ then $A$ is not strongly $1$-invariant.

Proof. Let $\varphi : A \to A[t]$ be the $k$-homomorphism associated with $D$ (cf. 1.2). Let $B = \varphi(A)$. We shall show that $A[t] = B[t]$. Since $B[t] \subseteq A[t]$, we have only to show the following assertion by induction on $n$:

$$P(n) : \text{If } a \text{ is an element of } A \text{ with } D\text{-length } \ell(a) = n \text{ (cf. 1.4)} \text{ then } a \in B[t].$$

If $\ell(a) = 0$ then $a = \varphi(a) \in B$. Assume that $\ell(a) = n > 0$ and $P(r)$ is true for $0 \leq r < n$. Since $\ell(D_i(a) < n)$ for $i \geq 1$ we have $D_i(a) \in B[t]$ by virtue of $P(r)$ for $r < n$. Then, since $a = \varphi(a) - \sum_{i \geq 1} D_i(a)t^i$ we have $a \in B[t]$. Thus, $P(n)$ is proved, and $A$ is not strongly $1$-invariant. □

6.6

In the paragraphs 6.6 and 6.7 we shall consider whether or not the converse of Lemma 6.6 is true. When $A$ is an affine $k$-domain of dimension 1, this is true and was essentially proved in [1; (3.4)]. We have in fact:

6.6.1

Proposition. Let $A$ be an affine $k$-domain of dimension 1. Then the following conditions are equivalent to each other:

(1) $A$ is strongly invariant.

(2) $A$ is strongly $1$-invariant.

(3) $A$ has no nontrivial locally finite iterative higher derivation.

Proof. (1) $\Rightarrow$ (2) is clear; (2) $\Rightarrow$ (3) follows from Lemma 6.5 and its proof. (3) $\Rightarrow$ (1): It is proved in [1; (3.4)] that under the stated assumption $A$ is either strongly invariant or $A$ is a polynomial ring $k_0[x]$ over the algebraic closure $k_0$ of $k$ in $A$. In the latter case $A$ has a nontrivial locally finite iterative higher derivation. Thus we have (3) $\Rightarrow$ (1). □
When dim $A = 2$ we have the following:

**Proposition.** Let $k$ be an algebraically closed field of characteristic zero, and let $A$ be an irrational nonsingular affine $k$-domain of dimension 2. Then we have one of the following three cases:

1. $A$ is strongly 1-invariant.
2. $A$ has a nontrivial locally finite iterative higher derivation.
3. There is a surjective morphism $\pi : \text{Spec}(A) \to C$ from $\text{Spec}(A)$ to a nonsingular complete curve $C$ of genus $> 0$, whose general fibers are isomorphic to the affine line $\mathbb{A}^1_k$.

**Proof.** Assume that $A$ is not strongly 1-invariant. Then, by virtue of Lemma 6.2, $A$ is birationally ruled. Set $V := \text{Spec}(A)$. Since $A$ is irrational the irregularity $g$ of $V$ is positive; the Albanese mapping of a nonsingular completion of $V$ induces a unique morphism $\pi : V \to C$, where $C = \pi(V)$ and $C$ is a nonsingular (not necessarily complete) curve of genus $g > 0$; the general fibers of $\pi$ are irreducible rational curves. On the other hand, since $A$ is not strongly 1-invariant there exists an affine $k$-domain $B(\neq A)$ of dimension 2 such that $A[X] = B[Y]$, where $X$ and $Y$ are algebraically independent over $A$ and $B$, respectively. Set $W := \text{Spec}(B)$, and let $q_V : V \times \mathbb{A}^1_k \to V$ and $q_W : W \times \mathbb{A}^1_k \to W$ be the canonical projections from $V \times \mathbb{A}^1_k = W \times \mathbb{A}^1_k$ to $V$ and $W$, respectively. For a general point $w$ of $W$, $\ell_w := q_V(q_W^{-1}(w))$ is an affine rational curve with only one place at infinity. Indeed, if $q_V(q_W^{-1}(w))$ is a point $v$ on $V$ then $q_V^{-1}(v) = q_W^{-1}(w)$; if $q_W^{-1}(w) = q_V^{-1}(v)$ for every point $w$ of $W$ and a point $v$ of $V$ (depending on $w$) every maximal ideal of $B$ is vertical relative to $A$, whence $A = B$ (cf. [1; (1.13)]); thus $q_V(q_W^{-1}(w))$ is not a point for some point $w$ of $W$ and, a fortiori, for a general point of $W$. Since $\pi(\ell_w)$ is a point on $C$ we know that $\ell_w$ is contained in a fiber of $\pi$; since a general fiber of $\pi$ is irreducible $\ell_w$ coincides with a fiber of $\pi$ for a general point $w$ of $W$. Moreover, since the morphism $\pi : V \to C$ defines

---

*Note that $\pi$ does not depend on choices of nonsingular completions of $V$.***
an irrational pencil on $V$ and since an irrational pencil on a nonsingular surface has no base points, the second theorem of Bertini’s tells us that $\ell_w$ is isomorphic to the affine line. Consequently, we know that the morphism $\pi : V \to C$ is an algebraic pencil of affine lines parametrized by the curve $C$ (cf. Section 2). If $C$ is not complete, set $A_0 := k[C]$. Then $A_0$ is a $k$-subalgebra of $A$ of dimension 1, and we have a nontrivial $G_a$-action on $V$ with respect to which the general fibers of $\pi$ are $G_a$-orbits (cf. Lemma 2.2.1 and Theorem 2.3). Thus we are reduced to the case (2). If $C$ is a complete curve then we are reduced to the case (3). □

6.6.3

**Lemma.** Let $k$ be an algebraically closed field of characteristic zero and let $V$ be a nonsingular affine surface defined over $k$. Assume that there exists a surjective morphism $\pi : V \to C$ from $V$ onto a nonsingular complete curve $C$, whose general fibers are isomorphic to the affine line. Then we have:

1. Every irreducible component of a fiber of $\pi$ is isomorphic to the affine line; if a fiber is reducible every irreducible component is a connected component.

2. There exist a nonsingular projective surface $\bar{V}$ and a surjective morphism $\bar{\pi} : \bar{V} \to C$ such that:

   (i) $\bar{V}$ contains $V$ as an open set, and $\bar{\pi}|_V = \pi$,

   (ii) general fibers of $\bar{\pi}$ are isomorphic to the projective line $\mathbb{P}^1_k$,

   (iii) $\bar{V} - V$ consists of a cross-section $S$ and irreducible components contained in several reducible fibers of $\bar{\pi}$.

**Proof.** Let $\bar{V}$ be a nonsingular projective surface containing $V$ as an open set. Then the morphism $\pi : V \to C$ defines an irreducible pencil $\Lambda$ on $\bar{V}$, whose base points (if at all) lie on $\bar{V} - V$. By replacing $\bar{V}$ (if necessary) by the surface which is obtained from $\bar{V}$ by a succession of quadratic transformations with centers at base points (including infinitely near base points) of $\Lambda$, we may assume that $\Lambda$ has no base points. Let $\bar{\pi} : \bar{V} \to C$. Since a general fiber $\ell$ of $\pi$ is isomorphic to $A^1_k$.
and the characteristic of $k$ is zero, we know that a general fiber of $\tilde{\pi}$ is isomorphic to $\mathbb{P}^1_k$ and $\ell$ is of the form: $\ell = \ell - \ell \cap S$, where $\ell \cong \mathbb{P}^1_k$, $S$ is a cross-section of $\tilde{\pi}$ and $(\ell \cdot S) = 1$. Then all assertions stated in the lemma are readily verified by looking at the fibration $\tilde{\pi} : \tilde{V} \to C$ and taking into account that $V$ is an affine open set of $\tilde{V}$, (see Chapter 2, Section 2).

\[ \Box \]

6.6.4

In the case (3) of Proposition 6.6.2 the surface $V := \text{Spec}(A)$ has a structure as described in Lemma 6.6.3. We have an impression that $A$ is strongly 1-invariant in this case. As an evidence we shall prove in the next paragraph that $A$ is strongly 1-invariant in the simplest case; namely the case where every fiber of $\pi$ is irreducible (cf. Theorem 4.9 and Lemma 5.2).

6.7

**Proposition.** Let $k$ be an algebraically closed field of characteristic zero, let $C$ be a nonsingular complete curve of genus $g > 0$ defined over $k$, let $L$ be an ample line bundle over $C$ and let $E$ be a nontrivial extension of $L$ by $\mathcal{O}_C$. Let $X$ be the $\mathbb{P}^1$-bundle $\mathbb{P}(E)$ minus the section $S$ corresponding to $L$ and let $A$ be the affine ring of $X$. Then $A$ is strongly 1-invariant.

6.7.1

In order to prove this result we need the next

**Lemma.** Let $k$ be a field of characteristic zero and let $\varphi$ be a $k$-automorphism of a polynomial ring $k[x,y]$ in two variables $x, y$ over $k$. Assume that $\varphi$ is given by $\varphi(x) = f$ and $\varphi(y) = g$ with $f, g \in k[x,y]$. Then $f$ has the following form unless $f$ is a polynomial in $x$ or $y$ alone:

\[ (*) \quad f = ax^m + by^n + \sum_{\substack{m > i \\ n > j}} c_{ij} x^i y^j, \]
where $a$, $b$ and $c_{ij}$'s are elements of $k$ and $ab \neq 0$. The same assertion holds for $g$.

**Proof.** Our proof consists of four steps.

(I) First we shall treat the case where one of $f$ and $g$, say $f$, is a polynomial in either one only of variables $x$ and $y$, say $y$. Since $\varphi$ is a $k$-automorphism of $k[x,y]$ the Jacobian determinant $\left| \frac{\partial (f, g)}{\partial (x,y)} \right| = -\left( \frac{\partial f}{\partial y} \right) \left( \frac{\partial g}{\partial x} \right)$ is a nonzero constant in $k$. Hence $\frac{\partial f}{\partial y} = a$ and $\frac{\partial g}{\partial x} = b$ are also nonzero constants in $k$. Thence we may write: $f = ay + c$ and $g = bx + h(y)$ with $c \in k$ and $h(y) \in k[y]$.

(II) Assume that $f$ has the form $(\ast)$ and $g$ is not a polynomial in $x$ or $y$ alone. Then we shall show that $g$ has also the form $(\ast)$. Write $g = \alpha_0(y)x^u + \alpha_1(y)x^{u-1} + \cdots + \alpha_u(y)$ (where $\alpha_i(y) \in k[y]$) since $\frac{\partial (f, g)}{\partial (x,y)}$ is a nonzero constant in $k$ we can easily ascertain that the first derivative $\alpha'_0(y)$ is zero. Hence $\alpha_0(y)$ is a nonzero constant in $k$. Similarly if we write $g$ in the form $g = \beta_0(x)y^v + \beta_1(x)y^{v-1} + \cdots + \beta_v(y)$ (where $\beta_i(x) \in k[x]$) we have $\beta_0(x) \in k$. These facts imply that $g$ has the form $(\ast)$.

(III) It is known (cf. Chapter II, Section 3; also [43]) that any $k$-automorphism of $k[x,y]$ is a composite of linear automorphisms of type $(x,y) \mapsto (\alpha x + \beta y + c, yx + \delta y + d)$ with $\alpha\delta - \beta\gamma \neq 0$ and de Jonquière automorphisms of type $(x,y) \mapsto (x, y + h(x))$ with $h(x) \in k[x]$. Using this fact we shall show that any $k$-automorphism of $k[x,y]$ is a composite of automorphisms, each of which is an automorphism $\rho$ such that $\rho(x)$ or $\rho(y)$ coincides with one of $x$ and $y$. We shall say such an automorphism to be of type $(P)$. Since a de Janquière automorphism is obviously of type $(P)$ it...
Locally nilpotent........

Our proof consists of three steps. Indeed, a linear automorphism \((x, y) \mapsto (\alpha x + \beta y + c, \gamma x + \delta y + d)\) is decomposed as follows: If \(\alpha \neq 0\), \((x, y) \mapsto (x', y') = (ax + by + c, y)\), \((x', y') \mapsto (x', (y/\alpha)x' + ((\alpha c - \beta y)/\alpha)')y' + (d - (yc/\alpha))\)); if \(\alpha = 0\), \((x, y) \mapsto (x', y') = (y, \gamma x + \delta y + d)\), \((x', y') \mapsto ((\beta y - \alpha \delta)/\gamma)x' + (c - (\alpha d/\gamma)), y')\).

(IV) Write the given automorphism \(\varphi\) as \(\varphi = \varphi_r \cdot \varphi_{r-1} \cdot \ldots \cdot \varphi_1\), where \(\varphi_1, \ldots, \varphi_r\) are automorphisms of type \((P)\). We shall prove our assertion by induction on \(r\). If \(r = 1\), \(\varphi\) has one of the following forms: \((x, y) \mapsto (ax + h(y), y), (x, y) \mapsto (y, a_1 x + h_1(y)), (x, y) \mapsto (x, by + \ell(x))\) or \((x, y) \mapsto (b_1 y + \ell_1(x), x)\), where \(a, a_1, b, b_1 \in k\), \(h(y), h_1(y) \in k[y]\) and \(\ell(x), \ell_1(x) \in k[x]\). Hence the assertion holds clearly. Assuming that the assertion is true when \(\varphi\) is a composition of less than \(r\) automorphisms of type \((P)\) we shall consider the case where \(\varphi = \varphi_r \cdot \varphi_{r-1} \cdot \ldots \cdot \varphi_1\). Let \(\psi = \varphi_{r-1} \cdot \ldots \cdot \varphi_1\), and let \((\psi(x), \psi(y)) = (f_1, g_1)\) with \(f_1, g_1 \in k[x, y]\). By the assumption of induction \(f_1\) and \(g_1\) have the form \((*)\) unless they are polynomials in \(x\) or \(y\) alone. Since \(\varphi_r\) is an automorphism of type \((P)\) we have one of the following cases:

(i) \(\varphi(x) = f_1\), \quad (ii) \(\varphi(x) = g_1\), \quad (iii) \(\varphi(y) = f_1\), \quad (iv) \(\varphi(y) = g_1\).

In any case we can easily ascertain the truth of our assertion in virtue of steps (I) and (II).

\[\square\]

6.7.2

Proof of Proposition. Our proof consists of three steps.

(I) Let \(B\) be a \(k\)-algebra such that \(A[T] = B[V]\), where \(T\) and \(V\) are algebraically independent over \(A\) and \(B\), respectively. Set \(Y := \text{Spec}(B)\), and let \(\pi : X \to C\) be the restriction onto \(X\) of the canonical projection \(\mathbb{P}(E) \to C\). By a composition of projections...
Geometry of the affine line

\( Y \times \mathbb{A}^1_k = X \times \mathbb{A}^1_k \xrightarrow{p_1} X \xrightarrow{\pi} C \), each line \( y \times \mathbb{A}^1_k \) with \( y \in Y \) is sent to a point of \( C \). Hence \( \pi \cdot p_1 \) factors as \( Y \times \mathbb{A}^1_k \xrightarrow{\pi_i} Y \xrightarrow{\pi} C \), and \( Y \) is viewed as a \( C \)-scheme by means of \( q \). Note that \( q \) is surjective.

Let \( \Omega \subset \mathbb{A}^1_k \) be an affine open covering of \( C \) such that \( E|_{U_i} \) is trivial for every \( i \in I \). Let \( \{x_i\}_{i \in I} \) be an affine coordinate system of \( X \) relative to \( Y \); \( \{x_i\}_{i \in I} \) is subject to \( x_j = a_{ij}x_i + b_{ij} \) with \( a_{ij} \in \mathbb{R}^\times \) and \( b_{ij} \in R_{ij} \), where \( R_{ij} := k[U_i \cap U_j] \). Set \( Y_i := k[q^{-1}(U_i)] \). Then we have \( R_i[x_i, T] = B_i[V] \) for every \( i \in I \).

Since \( B_i \) is an \( R_i \)-algebra and \( R_i \) is regular there is an element \( y_i \in B_i \) such that \( B_i = R_i[y_i] \) (cf. \( [1; (4.7)] \)). This implies that \( q : Y \to C \) is an \( \mathbb{A}^1 \)-bundle over \( C \) (cf. \( [4,9] \)). Hence by virtue of Lemma 5.2, there exist an ample line bundle \( L \) over \( C \) and a nontrivial extension \( E' \) of \( L' \) by \( \mathcal{O}_C \) such that \( Y \) is \( C \)-isomorphic to the \( \mathbb{P}^1 \)-bundle \( \mathbb{P}(E') \) minus the section \( S' \) corresponding to \( L' \).

(II) Let \( \Omega^1_{X/C} \) be the \( \mathcal{O}_X \)-Module of 1-differential forms of \( X \) over \( C \). Since \( \Omega^1_{X/C}|_{U_i} - l_i(U_i) = (dx_i)\mathcal{O}_X - l_i(U_i) \) and \( dx_j = a_{ji}dx_i \), we have in fact \( \Omega^1_{X/C} \cong L \otimes \mathcal{O}_X \). The relation \( A[T] = B[V] \) implies

\[
L \otimes \mathcal{O}_X[T] \oplus \mathcal{O}_Y[T] \cong L' \otimes \mathcal{O}_Y[V] \oplus \mathcal{O}_Y[V].
\]

Hence we obtain \( L \otimes \mathcal{O}_X[T] \cong L' \otimes \mathcal{O}_Y[V] \), or equivalently

\[
(L \otimes L'^{-1}) \otimes \mathcal{O}_X[T] \cong \mathcal{O}_X[T].
\]

Hence we have \( (L \otimes L'^{-1}) \otimes \mathcal{O}_X \cong \mathcal{O}_X \) by reduction modulo \( T \mathcal{O}_X[T] \). Write \( L \otimes L'^{-1} = \mathcal{O}_C(D) \) for a divisor \( D \) on \( C \). Then there exists an element \( h \) of \( k(X) \) such that \( \pi^{-1}(D) = (h) \). Let \( \overline{\pi} : \mathbb{P}(E) \to C \) be the canonical projection. Then, viewing \( h \) as an element of \( k(\mathbb{P}(E)) \), we have \( \overline{\pi}^{-1}(D) + mS = (h) \) for some integer \( m \). Since \( \overline{\pi}^{-1}(D) + mS \cdot t = ((h) \cdot t) = 0 \) for a general fiber \( t \) of \( \overline{\pi} \) we obtain \( m = 0 \), i.e., \( \overline{\pi}^{-1}(D) = (h) \). Now by restricting both hand sides on the section \( S \) we know that \( D \sim 0 \) on \( C \). Therefore \( L \cong L' \).

(III) We have \( R_i[x_i, T] = R_i[y_i, V] \) for every \( i \in I \). Hence \( y_i \) is written
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as

\[ y_i = f_{i0}(x_i) + f_{i1}(x_i)T + \cdots + f_{in}(x_i)T^n \]

with \( f_{i0}(x_i), \ldots, f_{in}(x_i) \in R_i[x_i] \). We shall show that \( n = 0 \). If otherwise, since \( K[x_i, T] = K[y_i, V] \) with \( K := k(C) \), Lemma 6.7.1 implies that \( f_{in}(x_i) \in K \). Hence \( f_{in}(x_i) \in R_i[x_i] \cap K = R_i \). Besides, since \( L' \cong L \) we may assume, by replacing \( U' \) by a finer affine open covering of \( C \) if necessary, that \( y_j = a_{ij}y_i + b'_{ij} \) with \( b_{ij} \in R_{ij} \) for any \( i, j \in I \). Thence we know that \( n \) is independent of \( i \in I \) and \( f_{in}(x_i) = a_{ij}f_{in}(x_i) \) for any \( i, j \in I \). Set \( \alpha_i := f_{in}(x_i) \). Then \( f_{jn}(x_j) = a_{ij}f_{jn}(x_j) \) for any \( i, j \in I \). Set \( \alpha_j := f_{in}(x_j) \). Then \( \{\alpha_i\}_{i \in I} \) defines a nonzero element of \( H^0(C, L^{-1}) \); this contradicts the assumption that \( L \) is an ample line bundle over \( C \). Thus, \( n = 0 \). This implies that \( y_i \in R_i[x_i] \) for every \( i \in I \). Hence \( B \subseteq A \). 88 Changing the roles of \( x_i \) and \( y_i \) in the above argument we have \( A \subset B \). Consequently, \( A = B \) and \( A \) is thus strongly 1-invariant.

6.7.3

In contrast with Proposition 6.7 we have the following:

**Proposition.** Let \( k \) be an algebraically closed field. Let \( (X, f) \) be an affine \( \mathbb{A}^1 \)-bundle over the projective line \( \mathbb{P}^1_k \) (cf. 5.2) and let \( A \) be the affine ring of \( X \). Then \( A \) is not strongly 1-invariant.

**Proof.** In virtue of 5.7 there exists a nontrivial \( G_o \)-action on \( X \). Namely, \( A \) has a nontrivial locally finite iterative higher derivation. Then \( A \) is not strongly 1-invariant in virtue of Lemma 6.5 \( \square \)
Part II
Curves on an affine rational surface

1 Irreducibility theorem

1.1
In this section the ground field $k$ is assumed to be an algebraically closed field of characteristic $p$. Let $\mathbb{A}^2 := \text{Spec}(k[x, y])$ be an affine plane over $k$. Fix an open immersion $\iota$ of $\mathbb{A}^2$ into the projective plane $\mathbb{P}^2$ as a complement of the line at infinity $\ell_0$. Assume that we are given an irreducible curve $C_0 : f(x, y) = 0$ ($f(x, y) \in k[x, y]$) on $\mathbb{A}^2$ with only one place at infinity. Let $C$ be the closure of $C_0$ on $\mathbb{P}^2$, let $p_0 := \ell_0 \cap C$, let $d_0 = (\ell_0 \cdot C)$ (which equals the total degree of $f(x, y)$) and let $d_1$ be the multiplicity of $C$ at $p_0$. With these notations and assumptions our ultimate goals are to prove the following theorems.

IRREDUCIBILITY THEOREM [(cf. Moh [38])] Assume that at least one of $d_0$ and $d_1$ is not divisible by $p$. Then the curve $C_\alpha$ on $\mathbb{A}^2$ defined by $f(x, y) = \alpha$ is an irreducible curve with only one place at infinity for an arbitrary constant $\alpha$ in $k$.

Even in the case where $d_0$ and $d_1$ are divisible by $p$ we can establish: GENERIC IRREDUCIBILITY THEOREM [(cf. Ganong [14])] Let $\Lambda(f)$ be the linear pencil on $\mathbb{A}^2$ consisting of curves $C_\alpha$ with $\alpha \in k$. 
Then the generic member of \( \Lambda(f) \) is an irreducible curve with one purely inseparable place at infinity. Therefore the curve \( C_\alpha \) is an irreducible curve with only one place at infinity for a general element \( \alpha \) of \( k \).

**EMBEDDING THEOREM** *(cf. Abhyankar-Moh [2])* Assume that \( C_0 \) is a nonsingular and rational curve, and that at least one of \( d_0 \) and \( d_1 \) is not divisible by \( p \). Then there exists a biregular algebraic map of \( \mathbb{A}^2 \) onto itself which maps \( C_0 \) onto the \( y \)-axis.

**1.2**

In the paragraphs below we fix a nonsingular, rational, affine surface \( X \) defined over \( k \) and an irreducible closed curve \( C_0 \) on \( X \) with only one place at infinity (i.e., outside of \( C_0 \)).

**1.2.1**

**Definition.** An admissible datum for \( (X, C_0) \) is a set \( \mathcal{D} = \{ V, U, C, \ell_0, \Gamma, d_0, d_1, e \} \) such that:

1. \( V \) is a nonsingular, rational, projective surface defined over \( k \) containing an open set \( U \) such that \( U \) is isomorphic to \( X \) over \( k \). (Since \( U \) is affine, \( V - U \) is of co-dimension 1.)

2. Write \( V - U := \bigcup_{i=1}^{n} \Gamma_i \) with irreducible components \( \Gamma_i \). Then the following conditions hold:

   - (i) \( \Gamma_i \) is a nonsingular, rational, complete curve.
   - (ii) \( \Gamma_i \) intersects \( \Gamma_j \) transversely (if at all) in at most one point.
   - (iii) \( \Gamma_i \cap \Gamma_j \cap \Gamma_\ell = \Phi \) for three distinct indices.
   - (iv) \( V - U \) contains no cyclic chains, i.e., there is no sequence \( \{ \Gamma_{i_1}, \ldots, \Gamma_{i_a} \} \) (\( a \geq 3 \)) such that \( \Gamma_{i_j} \cap \Gamma_{i_{j+1}} \neq \Phi \) for \( 1 \leq j \leq a - 1 \) and \( \Gamma_{i_a} \cap \Gamma_{i_1} \neq \Phi \).

3. \( C \) is an irreducible closed curve on \( V \) such that \( C \cap U \) is isomorphic to \( C_0 \) by an isomorphism between \( U \) and \( X \). (Hence \( C - C_0 \) consists of one point \( P_0 \), which is a one-place point.)
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(4) $C$ meets only one irreducible component $\ell_0$ of $V - U$ at $P_0$. We set $d_0 := i(C, \ell_0; P_0) = (C \cdot \ell_0)$ and $d_1 :=$ the multiplicity of $C$ at $P_0$.

(5) As a divisor on $V$, $C$ is linearly equivalent to a divisor $d_0(e\ell_0 + \Gamma)$, where $e \geq 1$ and $\Gamma$ is an effective divisor such that $\text{Supp}(\Gamma) = V - (U \cup \ell_0)$.

If there is no fear of confusion we denote $\mathcal{D}$ simply by $(V, X, C, \ell_0, \Gamma, d_0, d_1, e)$ by identifying $U$ with $X$.

1.2.2

Example. With the notations of 1.1, the set $\{P_0, A_2, C, \ell_0, \phi, d_0, d_1, 1\}$ is an admissible datum for $(A_2, C_0)$. It is clear that $d_0 > d_1$ if $d_0 > 1$.

1.3

Let $\mathcal{D} = \{V, X, C, \ell_0, \Gamma, d_0, d_1, e\}$ be an admissible datum for $(X, C_0)$ with $d_0 > d_1 \geq 1$. Find integers $d_2, \ldots, d_\alpha$ and $q_1, \ldots, q_\alpha$ by the following Euclidean algorithm:

\[
\begin{align*}
d_0 &= q_1d_1 + d_2 \quad 0 < d_2 < d_1 \\
d_1 &= q_2d_2 + d_3 \quad 0 < d_3 < d_2 \\
& \vdots \\
d_{\alpha-2} &= q_{\alpha-1}d_{\alpha-1} + d_\alpha \quad 0 < d_\alpha < d_{\alpha-1} \\
d_{\alpha-1} &= q_\alpha d_\alpha \quad 1 < q_\alpha.
\end{align*}
\]

Here, we introduce the following transformation.

1.3.1

Definition. Let $\mathcal{D} = \{V, X, C, \ell_0, \Gamma, d_0, d_1, e\}$ be an admissible datum for $(X, C_0)$ with $d_0 > d_1 \geq 1$. The Euclidean transformation of $V$ associated with $\mathcal{D}$ (or simply, the Euclidean transformation of $V$) is the composition $\rho$ of the following quadratic transformations: Let $P_0 := \ell_0 \cap C$, and let $\sigma_1 : V_1 \to V_0 := V$ be the quadratic transformation of $V_0$ with center at $P_0$. Set $C^{(i)} := \sigma_1^i(C)$, $\Gamma^{(i)} := \sigma_1^i(\Gamma)$, $\ell_0^{(i)} := \sigma_1^i(\ell_0)$ and
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\[ \ell_1 = \ell_1^{(1)} := \sigma_1^{-1}(P_0). \] Let \( P_1 := \ell_1 \cap C^{(1)} \), and let \( \sigma_2 : V_2 \to V_1 \) be the quadratic transformation of \( V_1 \) with center \( P_1 \). For \( 1 \leq i \leq N := q_1 + q_2 + \cdots + q_\alpha \), define \( \sigma_i : V_i \to V_{i-1} \) inductively as follows: \( \sigma_i \) is the quadratic transformation of \( V_{i-1} \) inductively as follows: \( \sigma_i \) is the quadratic transformation of \( V_{i-1} \) with center at \( P_{i-1} \): \( \ell_i = \ell_i^{(i)} := \sigma_i^{-1}(P_{i-1}) \), let \( \ell_j^{(i)} := \sigma_j'(\ell_j^{(i-1)}) \) for \( 0 \leq j < i \), let \( C^{(i)} := \sigma_i'(C^{(i-1)}) \) and let \( \Gamma^{(i)} := \sigma_i'(\Gamma^{(i-1)}) = \sigma_i'(\Gamma^{(i-1)}). \) The Euclidean transformation of \( V \) associated with \( D \) is the composition \( \rho := \sigma_1 \cdots \sigma_N. \)

1.3.2

For \( 0 \leq i < N \), set \( r_i := d_s \) if \( q_1 + \cdots + q_{i-1} \leq i < q_1 + \cdots + q_s \). (Set \( q_0 := 0 \).) Then we have

**Lemma (cf. Nagata [43; Prop. 4.3])** For \( 0 \leq i < N \), \( P_{i+1} \) is an infinitely near point of \( P_i \) of order one, and the (effective) multiplicity of \( P_i \) on \( C \) is \( r_i \).

**Proof.** The first assertion is clear. As for the second assertion, note that we have:

\[
i(C^{(i)}, \ell^{(i)}; P_i) = d_{s-1} - td_s \]

\[
i(C^{(i)}, \ell^{(i)}; P_i) = d_s \]

for \( 0 \leq i < N \), where \( t = i - (q_1 + \cdots + q_{i-1}) \). Since \( 0 \leq t < q_s \) we know that \( d_s < d_{s-1} - td_s \) if \( i \neq N - 1 \), and that \( d_{s-1} - td_s = d_s \) if \( i = N - 1 \). Since \( P_i \) is a one-place point of \( C^{(i)} \), the smaller one of \( d_s \) and \( d_{s-1} - td_s \) is the multiplicity of \( C^{(i)} \) at \( P_i \). \( \square \)

1.3.3

**Lemma.** Let \( \mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \} \) be an admissible datum for \( (X, C_0) \) with \( d_0 > d_1 \geq 1 \). Let \( \rho : \check{V} \to V \) be the Euclidean transformation of \( V \) associated with \( \mathcal{D} \). Then, with the notations of 1.3.1 we have:
(1) \( \ell_i^{(N)} (0 \leq i \leq N) \) is a nonsingular, rational, complete curve.

(2) 
\[
(\ell_i^{(N)} \cdot \ell_j^{(N)}) = 1 \text{ if } (i, j) = (q_1 + \cdots + q_{s-1}, q_1 + \cdots + q_{s-1} + q_s + 1) \\
\text{with } 1 \leq s \leq \alpha - 1, \ (i, j) = (q_1 + \cdots + q_{a-1}, q_1 + \cdots + q_a), \text{ or} \\
(i, j) = (q_1 + \cdots + q_{s-1} + t, q_1 + \cdots + q_{s-1} + t + 1) \text{ with } 1 \leq s \leq \alpha \\
\text{and } 1 \leq t \leq q_s - 1; \ (\ell_i^{(N)} \cdot \ell_j^{(N)}) = 0 \text{ for every pair } (i, j) \ (i \neq j) \text{ other than those enumerated above.}
\]

(3) 
\[
((\ell_0^{(N)})^2) = (t_0^2) - q_1 - 1 \text{ if } \alpha > 1 \text{ and } ((\ell_0^{(N)})^2) = (t_0^2) - q_1 \text{ if } \alpha = 1; \\
((\ell_{q_1+\cdots+q_s}^{(N)})^2) = -2q_{s+1} \text{ for } 1 \leq s < \alpha - 1; \ ((\ell_{q_1+\cdots+q_a}^{(N)})^2) = -q. \\
\text{and } ((\ell_N^{(N)})^2) = -1; \ ((\ell_{q_1+\cdots+q_{s-1}+t}^{(N)})^2) = -2 \text{ for } 1 \leq s \leq \alpha \text{ and } 1 \leq t \leq q_s - 1.
\]

Proof. Follows from a straightforward computation with Lemma 1.3.2 taken into account.

1.3.4

Set \( E_0 := \ell_0^{(N)} \) and \( E(s, t) := \ell_i^{(N)} \) if \( i = q_1 + \cdots + q_{s-1} + t \) with \( 1 \leq s \leq \alpha \) and \( 1 \leq t \leq q_s \). Then the configuration of \( \rho^{-1}(l_0) \) is expressed by the weighted graphs in the Figure 1, where each vertex 0 stands for an irreducible component of \( \rho^{-1}(l_0) \) with self-intersection multiplicity as its weight and two vertices are connected by an edge if the corresponding irreducible components of \( \rho^{-1}(l_0) \) intersect each other.

1.4

Let \( d_0 \) and \( d_1 \) be positive integers such that \( d_0 > d_1 \). Find integers \( d_2, \ldots, d_a \) and \( q_1, \ldots, q_a \) as in 1.3 by the Euclidean algorithm. Define an integer \( a(s, t) \ (1 \leq s \leq \alpha; 1 \leq t \leq q_s) \) inductively in the following way:

\[
a_0 = d_0 \\
a(1, t) = t(a_0 - d_1) \quad \text{for } 1 \leq t \leq q_1 \\
a(2, t) = a_0 + t(a(1, q') - d_2) \quad \text{for } 1 \leq t \leq q_2 \\
\ldots...
\]
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\[ a(s, t) = a(s - 2, q_{s-2}) + t(a(s - 1, q_{s-1}) - d_s) \quad \text{for} \quad 1 \leq t \leq q_s \]
and \( 2 \leq s \leq \alpha. \)

1.4.1

Lemma. With the notations as above we have:

(1) If \( \alpha = 1, \) i.e., \( d_2 = 0 \) then \( a(1, q_1) \geq d_0; a(1, q_1) \)
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\[ \alpha > 1 \quad \text{and} \quad q_1 \geq 2, \quad \text{then} \quad a(1, q_1) > d_0. \]
Proof. (1) By definition, \(a(l, q_1) = q_1(d_0 - d_1) = q_1d_0 - d_0 + d_2 = (q_1 - 1)d_0 + d_2\). Since \(d_0 > d_1\) we have either \(q_1 \geq 2\) or \(q_1 = 1\) and \(d_2 > 0\). If \(q_1 \geq 2\) then \(a(l, q_1) \geq d_0 + d_2 \geq d_0\). If \(q_1 = 1\) and \(d_2 > 0\) then \(a(l, q_1) = d_2\). If \(\alpha = 1\) then \(q_1 \geq 2\). Hence \(a(l, q_1) \geq d_0\). If \(\alpha \neq 1\) then \(d_2 = 0\) and \(a(l, q_1) \geq d_2\). If \(\alpha > 1\) and \(q_1 \geq 2\) then \(a(l, q_1) > d_0\).

(2) If \(\alpha \geq 2\) then \(a(l, q_1) \geq d_2\) by (1). Since \(a(2, q_2) = d_0 + q_2(a(l, q_1) - d_2)\), we have \(a(2, q_2) \geq d_0\). Hence \(a(2, q_2) > d_1 > d_2\). If \(\alpha \geq 3\) we shall prove \(a(s, q_s) > d_{s-1} > d_s\) by induction on \(s\). For \(s = 3\), \(a(3, q_3) = a(1, q_1) + q_3(a(2, q_2) - d_3) > d_2 + q_3(d_2 - d_3) > d_2\). By induction on \(s(\geq 4)\), assume that \(a(s - 2, q_{s-2}) > d_{s-2}\) and \(a(s - 1, q_{s-1}) > d_{s-1}\). Then \(a(s, q_s) = a(s - 2, q_{s-2}) + q_s(a(s - 1, q_{s-1}) - d_s) > d_{s-2} + q_s(d_{s-1} - d_s) > d_{s-2} > d_{s-1}\). Therefore, if \(\alpha \geq 2\), \(a(s, q_s) > d_{s-1}\) for \(2 \leq s \leq \alpha\). Especially \(a(\alpha, q_{\alpha}) > d_{\alpha-1} > d_{\alpha}\).

(3) For \(s = 2\), \(a(2, 1) - a(1, q_1) = d_0 - d_2 > 0\). For \(s \geq 3\), \(a(s, 1) - a(s - 1, q_{s-1}) = a(s - 2, q_{s-2}) - d_s > 0\) by (2).

(4) For \(s = 1\), \(a(1, t + 1) - a(1, t) = d_0 - d_1 > 0\). Thus \(a(1, t + 1) > a(1, t) > 0\). For \(s \geq 2\), \(a(s, t + 1) - a(s, t) = a(s - 1, q_{s-1}) - d_s \geq 0\), where \(> 0\) takes place if \(s \geq 3\). Thus \(a(s, t + 1) \geq a(s, t) \geq \ldots \geq a(s, 1) > a(s - 1, q_{s-1}) \geq \ldots > a(1, q_1) > 0\) by (3).

(5) Note that \(d_{\alpha}|a(d_1, d_2, \ldots, d_{\alpha})\). Since \(a(1, t) = t(d_0 - d_1)\), \(d_{\alpha}|a(1, t)\). Then \(a(2, t) = d + t(a(1, q_1) - d_2)\), and \(d_{\alpha}|a(2, t)\). Assume that \(d_{\alpha}|a(s', t)\) for \(s' < s\) and \(1 \leq t \leq q_{s'}\). Then \(a(s, t) = a(s - 2, q_{s-2}) + t(a(s - 1, q_{s-1}) - d_s)\), and \(d_{\alpha}|a(s, t)\).
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(6) \( a(\alpha, q_\alpha) a = a(\alpha - 2, q_{\alpha-2}) a + a(\alpha - 1, q_{\alpha-1}) q_a a - q_a d_a^2 \)

\[ = a(\alpha - 2, q_{\alpha-2}) a + \{a(\alpha - 1, q_{\alpha-1}) - d_a\} d_{a-1} \]
\[ = a(\alpha - 2, q_{\alpha-2}) d_a + \{a(\alpha - 3, q_{\alpha-3}) + a(\alpha - 2, q_{\alpha-2}) q_a a - q_a d_a - d_{a-1}\} \]
\[ = a(\alpha - 3, q_{\alpha-3}) d_{a-1} + \{a(\alpha - 2, q_{\alpha-2}) - d_{a-1}\} d_{a-2}. \]

Assume by induction that
\[ a(\alpha, q_\alpha) a = a(j - 2, q_{j-2}) a + \{a(j - 1, q_{j-1}) - d_j\} d_{j-1}. \]

Then, since \( a(j - 1, q_{j-1}) - d_j = a(j - 3, q_{j-3}) + q_{j-1} a(j - 2, q_{j-2}) - q_{j-1} d_{j-1} - d_j = a(j - 3, q_{j-3}) + q_{j-1} a(j - 2, q_{j-2}) - d_{j-2} \), we have
\[ a(\alpha, q_\alpha) a = a(j - 2, q_{j-2}) (d_j + q_{j-1} d_{j-1}) \]
\[ + a(j - 3, q_{j-3}) d_{j-1} - d_{j-2} d_{j-1} \]
\[ = a(j - 3, q_{j-3}) d_{j-1} + \{a(j - 2, q_{j-2}) - d_{j-1}\} d_{j-2}. \]

Thus, \( a(\alpha, q_\alpha) a = a(1, q_1) a \) for \( 1 \leq s \leq \alpha \).

1.4.2

Define positive integers \( c(s, t) \) \( (1 \leq s \leq \alpha; 1 \leq t \leq q_s) \) inductively in the following way:

\[
\begin{align*}
\quad c(1, t) &= t & \text{for } 1 \leq t \leq q_1 \\
\quad c(2, t) &= 1 + tc(1, q_1) & \text{for } 1 \leq t \leq q_2 \\
\quad \ldots & \\
\quad c(s, t) &= c(s - 2, q_{s-2}) + tc(s - 1, q_{s-1}) & \text{for } 1 \leq t \leq q_s \text{ and } 2 \leq s \leq \alpha.
\end{align*}
\]

With the above notations, we shall show 98
Lemma. \( c(\alpha, q_\alpha) d_\alpha = d_0. \)

Proof. \( c(\alpha, q_\alpha) d_\alpha = c(\alpha - 2, q_{\alpha-2}) d_\alpha + c(\alpha - 1, q_{\alpha-1}) q_\alpha d_\alpha \)

\[ = c(\alpha - 2, q_{\alpha-2}) d_\alpha + c(\alpha - 1, q_{\alpha-1}) d_{\alpha-1} \]

\[ = c(\alpha - 3, q_{\alpha-3}) d_{\alpha-1} + c(\alpha - 2, q_{\alpha-2}) d_\alpha + c(\alpha - 1, q_{\alpha-1}) d_{\alpha-1} \]

\[ = c(\alpha - 3, q_{\alpha-3}) d_{\alpha-1} + c(\alpha - 2, q_{\alpha-2}) d_{\alpha-1} \]

As in the proof of Lemma 1.4.1 (6), we can show:

\[ c(\alpha, q_\alpha) d_\alpha = c(j - 2, q_{j-2}) d_j + c(j - 1, q_{j-1}) d_{j-1} \quad \text{for} \quad 3 \leq j \leq \alpha. \]

Thus

\[ c(\alpha, q_\alpha) d_\alpha = c(1, q_1) d_3 + c(2, q_2) d_2 = q_1 d_3 + (q_1 q_2 + 1) d_2 = d_0. \]

\[ \square \]

1.5

Lemma. Let \( \mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \} \) be an admissible datum for \((X, C_0)\) with \( d_0 \geq d_1 \). Let \( \rho : \tilde{V} \to V \) be the Euclidean transformation of \( V \) associated with \( \mathcal{D} \). Let \( \tilde{C} := C^{(N)} = \rho'(C) \), \( \tilde{\ell}_0 := \ell^{(N)}_N \), \( \tilde{d}_0 = d_\alpha \), and let

\[ \tilde{e} = \{ a(\alpha, q_\alpha) / d_\alpha + (e - 1)c(\alpha, q_\alpha) d_0 / d_\alpha \} \]

and

\[ \tilde{\Gamma} = e(d_0 / d_\alpha) E_0 + \sum_{s=1}^a \sum_{t=1}^{q_\alpha} \{ a(s, t) / d_\alpha + (e - 1)c(s, t) d_0 / d_\alpha \} \]

\[ E(s, t) + (d_0 / d_\alpha) \rho'(\Gamma) - \tilde{e} \tilde{\ell}_0, \]

where \( a(s, t) \)'s and \( c(s, t) \)'s are integers defined in 1.4. Let \( \tilde{d}_1 \) be the multiplicity of \( \tilde{C} \) at \( \tilde{P}_0 := \tilde{C} \cap \tilde{\ell}_0 \). Then we have:

1. \( \tilde{D} = \{ \tilde{V}, X, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, \tilde{d}_0, \tilde{d}_1, \tilde{e} \} \) is an admissible datum for \((X, C_0)\) with \( \tilde{d}_1 \leq \tilde{d}_0 \leq \tilde{d}_1 < d_0 \) and \( \tilde{e} \geq 4e - 2. \)
(2) \( \delta_0 = -1 \), and \( \Gamma \)
contains no exceptional components provided \( \Gamma \)
contains no exceptional components and \( \ell_0^2 \neq q_1 \) if \( \alpha > 1 \) and
\( \ell_0^2 \neq q_1 - 1 \) if \( \alpha = 1 \).

(3) Let \( \Lambda \) be the linear pencil on \( V \) spanned by \( C \) and \( d_0(e\ell_0 + \Gamma) \).
Then \( \Lambda \) is the proper transform by \( \rho \) of the linear pencil \( \Lambda \) on \( V \)
spanned by \( C \) and \( d_0(e\ell_0 + \Gamma) \).

Proof. By a straightforward computation we have

\[
C^{(N)} = d_0E_0 + \sum_{s=1}^{a} \sum_{i=1}^{q_i} a(s,t)E(s,t) + d_0\Delta^{(N)}
\]

where \( \Delta^{(N)} = \rho^*((e-1)\ell_0 + \Gamma) = (e-1)(E_0 + \sum_{s=1}^{a} \sum_{i=1}^{q_i} c(s,t)E(s,t) + \rho^*(\Gamma)) \)
and where \( (C^{(N)} : \ell_j^{(N)}) = d_{\alpha_j} \) \( (C^{(N)} : \ell_j^{(N)}) = 0 \) \( \text{for} \ 0 \leq j < N \) and
\( (C^{(N)} : \rho^*(\Gamma)) = 0 \). Then, with \( \tilde{C}, \tilde{\ell}_0, \tilde{d}_0, \tilde{e} \) and \( \tilde{\Gamma} \) defined as above we have
\( \tilde{C} \sim \tilde{d}_0(\tilde{e}\ell_0 + \tilde{\Gamma}) \). Note that \( \rho^{-1}(X) \) is identified with \( X \), that \( \text{Supp}(\tilde{\Gamma}) = V - (X \cup \tilde{\ell}_0) \) as is easily seen by Lemma 1.4.4.1, and that \( \tilde{V} - X = \tilde{\ell}_0 \cup \tilde{\Gamma} \)
satisfies the condition (2) of Definition 1.2.1. Thus, we know that \( \tilde{\mathcal{D}} = \{ \tilde{V}, \tilde{X}, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, \tilde{d}_0, \tilde{d}_1, \tilde{e} \} \)
is an admissible datum for \( (X, C_0) \). It is clear that
\( \tilde{d}_1 \leq \tilde{d}_0 \leq \tilde{d}_1 < \tilde{d}_0 \). Let \( \tilde{d}_0 = b_0d_a \) and \( \tilde{d}_1 = b_1d_a \).
Then \( (b_0, b_1) = 1 \) and \( b_0 > b_1 \geq 1 \), whence \( b_0 \geq 2 \). Since \( \tilde{e} = b_0(b_0 - b_1) + (e-1)b_0^2 \) by virtue of
Lemmas 1.4.1 and 1.4.2, we know that \( \tilde{e} \geq 4(e-1) + 2 = 4e - 2 \). The
assertion (2) follows from Lemma 1.4.2 and the assertion (3) is easy to prove.

1.6

Definition. Let \( \mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \} \) be an admissible datum for
\( (X, C_0) \) with \( d_0 = d_1 \geq 1 \). Let \( P_0 := C \cap \ell_0 \), and let \( \sigma_1 : V_1 \to V_0 := V \)
be the quadratic transformation of \( V_0 \) with center at \( P_0 \). Let \( C^{(1)} := \sigma_1^{-1}(C) \),
let \( \ell_1 := \sigma_1^{-1}(\ell_0) \) and let \( P_1 := C^{(1)} \cap \ell_1 \). Let \( d_1^{(1)} \)
be the multiplicity of \( C^{(1)} \) at \( P_1 \). (Set \( d_1^{(0)} := d_1 \). If \( d_0 = d_1^{(0)} = d_1^{(1)} \), let \( \sigma_2 : V_2 \to V_1 \)
be the quadratic transformation of \( V_1 \) with center at \( P_1 \). Define \( \sigma_j : \)}
$V_j \to V_{j-1}$, $C^{(j)}$, $\ell_j := \ell^{(j)}_j$, $\ell^{(j)}_t (0 \leq t < j)$ and $d^{(j)}_1$ inductively as follows when $1 \leq j \leq e$ and $d_0 = d^{(0)}_1 = \ldots = d^{(j-1)}_1$: $\sigma_j$ is the quadratic transformation of $V_{j-1}$ with center at $P_{j-1} := C^{(j-1)} \cap \ell_{j-1}$; $C^{(j)} := \sigma_j(C^{(j-1)})$, $\ell_j := \sigma_j^{-1}(P_{j-1})$, $\ell^{(j)}_t := \sigma_j'(\ell^{(j-1)}_t)$; $d^{(j)}_1$ is the multiplicity of $C^{(j)}$ at $P_j := C^{(j)} \cap \ell_j$. For $1 \leq i \leq e$, if $d_0 = d^{(0)}_1 = d^{(1)}_1 = \ldots = d^{(i-1)}_1$, defined the $(e, i)$-transformation $\rho$ of $V$ associated with $\mathcal{D}$ (or simply, the $(e, i)$-transformation of $V$) as the composition $\rho := \sigma_1 \ldots \sigma_j$.

Here it should be noted that the Euclidean transformation of $V$ associated with $\mathcal{D}$ is defined when $d_0 > d_1$, while the $(e, i)$-transformation of $V$ is defined when $d_0 = d_1 = d^{(1)}_1 = \ldots = d^{(i-1)}_1$ and $1 \leq i \leq e$.

1.7

**Lemma.** Let $\mathcal{D} = \{V, X, C, \ell_0, \Gamma, d_0, d_1, e\}$ be an admissible datum for $(X, C_0)$ with $d_0 = d_1 \geq 1$. If the $(e, i)$-transformation $\rho : V_i \to V$ is defined for some $i$ with $1 \leq i \leq e$ then we have the following:

1. $(\ell^{(s)}_t \cdot \ell^{(s)}_t) = 1$ if $t = s + 1$ with $0 \leq s < i$; $(\ell^{(s)}_t \cdot \ell^{(s)}_t) = 0$ for other pairs $(s, t)$ with $s \neq t$.

2. $((\ell^{(s)}_t)^2) = (\ell^{(s)}_0)^2 - 1$, $((\ell^{(s)}_t)^2) = -2$ for $1 \leq t < i$ and $((\ell^{(s)}_t)^2) = -1$.

3. $\mathcal{D}_i = \{V_i, X, C^{(i)}_i, \ell_i, \Gamma_i, d_0^{(i)}_1, (e - i)\}$ is an admissible datum for $(X, C_0)$ when $1 \leq i < e$, where

$$\Gamma_i := \rho^*(\Gamma) + (e - i + 1)\ell^{(i)}_{i-1} + \cdots + e\ell^{(i)}_0.$$

If $(\ell^{(i)}_0) \neq 0$ and $\Gamma$ contains no exceptional components then $\Gamma_i$ contains no exceptional components. The linear pencil $\Lambda^{(i)}$ on $V_i$ spanned by $C^{(i)}$ and $d_0((e - i)\ell_i + \Gamma_i)$ is the proper transform by $\rho$ of the linear pencil $\Lambda$ on $V$ spanned by $C$ and $d_0(e\ell_0 + \Gamma)$. If $i = e$ we have $C^{(e)} = d_0\Gamma_e$, where

$$\Gamma_e := \rho^*(\Gamma) + \ell^{(e)}_{e-1} + \cdots + e\ell^{(e)}_0.$$

The linear pencil $\Lambda^{(e)}$ on $V_e$ spanned by $C^{(e)}$ and $d_0\Gamma_e$ is the proper transform by $\rho$ of the linear pencil $\Lambda$ on $V$ spanned by $C$ and $d_0(e\ell_0 + \Gamma)$; $\Lambda^{(e)}$ is irreducible and free from base points.
Proof. (1) and (2) follow from a straightforward computation. (3) By a direct computation again we have for $1 \leq i \leq e$:

$$C^{(i)} \sim d_0((e-i)\ell_i + (e-i+1)\ell_{i-1} + \cdots + e\ell_0 + \Gamma^{(i)})$$

where $\Gamma^{(i)} := \rho^*(\Gamma)$, $(C^{(i)} \cdot \ell_i) = d_0$, $(C^{(i)} \cdot \ell_j) = 0$ for $0 \leq j < i$ and $(C^{(i)} \cdot \Gamma^{(i)}) = 0$. Note that $\rho^{-1}(X)$ is identified with $X$, that $V_i - \rho^{-1}(X) = \rho^{-1}(\Gamma) \cup \ell_0 \cup \ell_1 \cup \cdots \cup \ell_i$ satisfies the condition (2) of Definition 1.2.1 and that Supp$(\Gamma_i) = V_i - (X \cup \ell_i)$. Therefore, if $1 \leq i < e$, $\mathcal{D}_i = \{V_i, X, C^{(i)}, \ell_i, \Gamma_i, d_0, d_i^{(i)}, (e-i)\}$ is an admissible datum for $(X, C_0)$. The other assertions are easy to prove.

(4) We have only to note that $\Lambda^{(e)}$ is irreducible. Since $C^{(e)}$ is irreducible, $\Lambda^{(e)}$ is apparently irreducible.

1.8

We need the following auxiliary

**Lemma.** Let $k$ be an algebraically closed field of characteristic $p$ and let $V$ be a nonsingular projective surface defined over $k$. Let $f : V \to B$ be a surjective morphism of $V$ onto a nonsingular complete curve $B$, whose general fibers are irreducible curves. Assume that we are given a fiber $f^*(b)$ such that:

(1) $f^*(b) = d\Delta$, where $d$ is the multiplicity and $\Delta$ is the reduced form, i.e., $f^*(b) = \sum_{i=1}^n d_i\Delta_i$ with irreducible components $\Delta_i$ then $d$ is the greatest common divisor of $d_1, \ldots, d_n$ and $\Delta = \sum_{i=1}^n (d_i/d)\Delta_i$.

(2) Supp$(\Delta) = \bigcup_{i=1}^n \Delta_i$ satisfies the following conditions;

(i) each irreducible component $\Delta_i$ is a nonsingular, rational complete curve,

(ii) $\Delta_i$ intersects $\Delta_j$ (if at all) transversely in at most one point,
(iii) $\Delta_i \cap \Delta_j \cap \Delta_\ell = \emptyset$ for three distinct indices,

(iv) $\text{Supp}(\Delta)$ contains no cyclic chains.

Then the multiplicity $d$ of $f^*(b)$ is a power of the characteristic $p$.

**Proof.** Our proof consists of three steps.

(I) Set $Z := \Delta_{\text{red}}$. We shall show that $Z$ is simply connected, i.e., $Z$ has no nontrivial unramified covering of degree prime to $p$. Let $\varphi : W \to Z$ be an unramified covering of degree $m > 1$ with $(m, p) = 1$. For $1 \leq i \leq n$, $\varphi_i := \varphi \times Z \Delta_i : W_i := W \times Z \Delta_i \to \Delta_i$ is an unramified covering of $\Delta_i$. Since $\Delta_i$ is isomorphic to $\mathbb{P}^1$ and $\Delta_i$ is thus simply connected, $W_i$ is a disjoint union $W_i := \Delta_i^{(1)} \cup \ldots \cup \Delta_i^{(m)}$ of irreducible components $\Delta_i^{(j)} (1 \leq j \leq m)$ which are isomorphic to $\Delta_i$. Now we shall prove our assertion by induction on the number $n$ of irreducible components of $Z$. When $n = 1$ our assertion holds clearly as seen from the above remark. For $n > 1$ there exists an irreducible component of $Z$, say $\Delta_1$, such that $\Delta_1$ meets only one irreducible component of $Z$ other than $\Delta_1$ and $Z' := Z - \Delta_1 = \bigcup_{i=2}^n \Delta_i$ satisfies the same conditions (i) ~ (iv) as above for $Z$. Let $P := Z' \cap \Delta_1$ and let $\varphi' := \varphi \times Z' : W' := W \times Z' \to Z'$. Since $\varphi'$ is an unramified covering of degree $m$ we know by assumption of induction that $W$ is a disjoint union $W := Z^{(1)} \cup \ldots \cup Z^{(m)}$, where $Z^{(j)} (1 \leq j \leq m)$ is isomorphic to $Z'$. Let $\varphi^{-1}(P) := \{ p^{(1)}, \ldots, p^{(m)} \}$. We may assume with no loss of generality that $P^{(j)} \in Z^{(j)} \cap \Delta_1^{(j)}$ for $1 \leq j \leq m$. Since $Z'$ and $\Delta_1$ meet transversely each other at $P$ and $\varphi$ is unramified, $Z^{(j)}$ and $\Delta_1^{(j)}$ meet transversely each other at $P^{(j)}$ for $1 \leq j \leq m$. Set $Z^{(j)} := Z^{(j)} \cup \Delta_1^{(j)}$ for $1 \leq j \leq m$. Then it is easy to see that each $Z^{(j)}$ is isomorphic to $Z$ for $1 \leq j \leq m$ and $W$ is a disjoint union of $Z^{(1)}, \ldots, Z^{(m)}$. Thus, our assertion is proved.

(II) Assume that $d$ is not a power of $p$, and write $d = p^a d'$ with $(d', p) = 1$. Let $t$ be a uniformisant of $B$ at the point $b$, and let
Let $w':=f^{**}(b')$. We shall show that $\tilde{\psi}$ maps $W'$ onto $p^a\Delta$ (considered as a closed sub scheme of $V$) and $\varphi':=\tilde{\psi}|_{W'}: W' \to p^a\Delta$ is a nontrivial unramified covering of degree $d'$. Let $v$ be a $(k$-rational) point of $V$ on $\Delta$, and let $x$ be an element of $\mathcal{O}_{V,v}$ such that $x=0$ is a local equation of $\Delta$ (considered as a divisor on $V$). Then we have $t=ux^d$ with $u \in \mathcal{O}_{V,v}^\times$. Hence we have $t^{1/d'}=(u^{1/d'})x^{d''}$ in $k(V'):=k(V)\otimes_{k(B)}k(B')$. Here note that $t$ and $x$ cannot be chosen so that $u$ has a $d'$-th root in $\mathcal{O}_{V,v}$; indeed, if possible, $k(V)\otimes_{k(B)}k(B')$ would be not an integral domain, and this contradicts the fact that $k(V)$ is a regular extension of $k(B)$. We have then:

$V' \times_{V} \text{Spec}(\mathcal{O}_{V,v})$ = the normalization of $(V \times_{B} B') \times_{V} \text{Spec}(\mathcal{O}_{V,v})$

$=\text{the normalization of } B' \times_{B} \text{Spec}(\mathcal{O}_{V,v})$

$=\text{Spec}(\mathcal{O}_{V,v}[u^{1/d'}])$.

This implies that $\tilde{\psi} : V' \to V$ is unramified at every point of $V'$ over $v$. Moreover, we know by construction that $\tilde{\psi}(p^a\Delta) = f^{**}(b')$ at every point of $V'$ over $v$. Since these assertions hold for all points $v$ of $\Delta$ we know that $\tilde{\psi}$ maps $W'$ onto $p^a\Delta$ and $\varphi' := \tilde{\psi}|_{W'} : W' \to p^a\Delta$ is an unramified covering of degree $d'$, where $\varphi'$ is nontrivial because $W' := f^{**}(b')$ is connected.
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(III) Set \( \varphi : \varphi'_\text{red} \), \( W := W'_\text{red} \) and \( Z := (p^r \Delta)_\text{red} \). Then \( \varphi : W \to Z \) is a nontrivial unramified covering of degree \( d' \) > 1, which contradict the assertion in step (I). Consequently, \( d \) is a power of \( p \).

\[ \square \]

1.9

As consequences of Lemma 1.8 we have the following results.

1.9.1

**Corollary.** Let \( \mathcal{D} = \{V, X, C, \ell_0, \Gamma, d_0, d_1, e\} \) be an admissible datum for \((X, C_0)\) with \( d_0 = d_1 > 1 \). Assume that \( d_0 \) is not divisible by \( p \). Then there exists an admissible datum \( \mathcal{D}' = \{V', X, C', \ell'_0, \Gamma', d'_0, d'_1, e'\} \) for \((X, C_0)\) such that:

1. \( \mathcal{D}' \) is obtained from \( \mathcal{D} \) by some \((e, i)\)-transformation of \( V \) associated with \( \mathcal{D} \);
2. \( d'_0 = d_0, \ d'_1 < d'_0 \) and \( e' < e \);
3. \((\ell'_2 \ell'_0) = -1, \ \) and \( \Gamma' \) contains no exceptional components provided \((\ell'_2 \ell'_0) \neq 0 \) and \( \Gamma \) contains no exceptional components.

**Proof.** (I) Assume that \( d_0 = d_1 = d_1^{(1)} = \ldots = d_1^{(i-1)} > d_1^{(i)} \) for some \( i \) with \( 1 \leq i < e \). Let \( \mathcal{D}_i \) be an admissible datum for \((X, C_0)\) obtained from \( \mathcal{D} \) by the \((e, i)\)-transformation of \( V \) associated with \( \mathcal{D} \). Then \( \mathcal{D}_i \) satisfies all conditions (1) ~ (3) above by virtue of Lemma 1.7.

(II) Assume that the equalities \( d_0 = d_1 = d_1^{(1)} = \ldots = d_1^{(e-1)} \) hold. Let \( \rho : V_e \to V \) be the \((e, e)\)-transformation of \( V \) associated with \( \mathcal{D} \), and let \( \Delta := \Gamma_e \). The linear pencil \( \Lambda^{(e)} \) on \( V_e \) spanned by \( C^{(e)} \) and \( d_0 \Delta \) is an irreducible pencil free from base points. Hence \( \Lambda^{(e)} \) defines a fibration \( f : V_e \to \mathbb{P}^1_k \), of which \( d_0 \Delta \) is a multiple singular fiber because \( d_0 > 1 \). Note that \( d_0 \) is the multiplicity of the fiber \( d_0 \Delta \) by virtue of Lemma 1.8 (esp. (4)) and that the
Irreducibility theorem

Irreducible components $\Delta_i$ of $\Delta$ (i.e., $\text{Supp}(\Delta) = \bigcup_{i=1}^{n} \Delta_i$) satisfy the conditions (i) $\sim$ (iv) of Lemma 1.8. Hence, by virtue of Lemma 1.8, $d_0$ is a power of $p$, which contradicts the assumption that $d_0$ is not divisible by $p$.

\[ \square \]

1.9.2 Corollary. Let $\mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \}$ be an admissible datum for $(X, C_0)$ with $d_0 = d_1 \geq 1$. Assume that the $(e, e)$-transformation $\rho : V_e \rightarrow V$ is defined, i.e., the equalities $d_0 = d_1 = d_1^{(1)} = \ldots = d_1^{(e-1)}$ hold. Let $\Lambda$ be the linear pencil on $V$ spanned by $C$ and $d_0(\ell_0 + \Gamma)$. Then the generic member of $\Lambda$ has only one place outside of $X$, which is a purely inseparable place. In other words, a general member of $\Lambda$ has only one place outside of $X$.

Proof. (I) Let $\Lambda^{(e)}$ be the proper transform of $\Lambda$ by $\rho$; $\Lambda^{(e)}$ is spanned by $C^{(e)}$ and $d_0 \Lambda$, where $\Delta := \Gamma_e$, and $\Lambda^{(e)}$ is an irreducible linear pencil free from base points. Set $\overline{\Sigma} := \ell_e$ (cf. 1.7). Then $(C^{(e)} \cdot \overline{\Sigma}) = d_0(\Delta \cdot \overline{\Sigma}) = d_0$, and $d_0$ is a power of $p$ in virtue of Lemma 1.8. Let $f : V_e \rightarrow \mathbb{P}^1_k$ be the fibration defined by $\Lambda^{(e)}$. Let $S := \overline{\Sigma} - (\overline{\Sigma} \cap \Delta)$ and $T := \mathbb{P}^1_k - f(\Delta)$. Then, by restricting $f$ onto $S$ we have a surjective morphism $\varphi : S \rightarrow T$ of degree $d_0$. Choose inhomogeneous coordinates $s$ and $t$ on $S$ and $T$ respectively such that the point $C^{(e)} \cap S$ is defined by $s = 0$ and the point $f(C^{(e)})$ is defined by $t = 0$. Then $\varphi$ is given by a polynomial $t = G(s)$ in $s$ with coefficient in $k$ and with $\deg G = d_0$. By choices of $s$ and $t$ we have $G(0) = 0$. Since the point $C^{(e)} \cap S$ is a one-place point of $C^{(e)}$ and $\Lambda^{(e)}$ has no base points, we conclude readily that $G(s)$ is written as $G(s) = a s^{d_0}$ with $a \in k$. We may assume that $a = 1$ by substituting $s$ for $(a^{1/0})s$. This implies that $\overline{\tau} := f|_{\overline{\tau}} : \overline{\Sigma} \rightarrow \mathbb{P}^1_k$ is the $\alpha$-th iteration $F^\alpha$ of the Frobenius endomorphism $F$ of $\overline{\Sigma}$, where $d_0 = p^\alpha$.

(II) Let $K := k(t) = k(\mathbb{P}^1)$, and let $W$ be the generic fiber of $f$,
Curves on an affine rational surface

i.e., \( W = V(e) \times \text{Spec}(K) \). Then \( W \) is a projective normal curve defined over \( K \), and the curve \( S \) gives rise to a point \( \mathcal{P} \) on \( W \) which is purely inseparable over \( K \), as was seen in the step (I).

Hence \( \mathcal{P} \) is a one-place point of \( W \). Thus the generic member of \( \Lambda \) has only one place outside of \( X \).

\[ \Box \]

The following example, which was communicated to the author by A. Sathaye, shows that a general fiber of \( \Lambda \) has only one place outside of \( X \), while some special fiber has 2 or more places outside of \( X \). Let \( k \) be a field of characteristic \( p > 0 \). Choose integers \( n, U, V \) such that (1) \( UV = 1 + p + \cdots + p^n \) and (2) \( U > V > 1 \) and \( LU - MV = 1 \) is the unique relation with \( L, M > 0, L < V \) and \( M < U \). Then there exists a unique positive integer \( a \) such that

\[
LU p^{n+1} + UV - 1 > aUV > LU p^{n+1} \quad \text{and} \quad a \not\equiv 0 \pmod{p}.
\]

Consider an affine plane curve \( f(x, y) = x^{Vp} + y^{Up} + x^r y^s \), where \( r = aV - Lp^{n+1} \) and \( S = Up - aU + M p^{n+1} \). Then the curve \( f(x, y) \) has the property that \( f + \lambda \) has exactly one place at infinity for all except one value of \( \lambda \) and for the special value of \( \lambda \), it has 2 or more places at infinity. Here \( n \) can be chosen to be 1 for all \( p \neq 2^m - 1 \) for any \( m \), and \( n \leq 3 \) otherwise. Consequently, \( \deg f = Up < p^2 \) in the former case and \( \deg f < p^2 \) in the latter case.

1.10

Corollary to Lemma 1.5 and Corollary 1.9.1. Let \( \mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \} \) be an admissible datum for \((X, C_0)\) such that at least one of \( d_0 \) and \( d_1 \) is not divisible by \( p \). Then there exists an admissible datum \( \tilde{\mathcal{D}} = \{ \tilde{V}, X, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, 1, 1, \tilde{e} \} \) for \((X, C_0)\) such that:

1. There exists a birational morphism \( \rho : \tilde{V} \to V \), which is the composition of Euclidean transformations and the \((e, i)\)-transformations associated with admissible data.

2. \( \tilde{C} = \rho'(C) \) and \( \rho^{-1}(X) \cong X \).
(3) The linear pencil \( \tilde{\Lambda} \) on \( \tilde{\mathcal{V}} \) spanned by \( \tilde{C} \) and \( \tilde{C}_0 + \tilde{\Gamma} \) is the proper transform by \( \rho \) of the linear pencil \( \Lambda \) on \( \mathcal{V} \) spanned by \( C \) and \( d_0(\ell_0 + \Gamma) \).

Proof. We shall prove the assertion by induction on \( d_0 \). If \( d_0 = 1 \), we have only to take \( \tilde{\mathcal{D}} = \mathcal{D} \). If \( d_0 > d_1 \) then the Euclidean transformation \( \rho_0 \) of \( \mathcal{V} \) associated with \( \mathcal{D} \) can be defined, and we obtain by Lemma 1.5 an admissible datum \( \tilde{\mathcal{D}} = \{ \tilde{\mathcal{V}}, \tilde{X}, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, \tilde{d}_1, \tilde{e} \} \) for \((X, C_0)\) such that \( d_1 \leq \tilde{d}_0 \leq d_1 < d_0 \) and \( \tilde{d}_0 \) is not divisible by \( p \). By inductive assumption we have an admissible datum \( \tilde{\mathcal{D}} = \{ \tilde{\mathcal{V}}, \tilde{X}, \tilde{C}, \tilde{\ell}_0, \tilde{\Gamma}, 1, 1, \tilde{e} \} \) and a birational morphism \( \rho_0 : \tilde{\mathcal{V}} \to \hat{\mathcal{V}} \) which satisfy the above conditions (1) \sim (3). Then we have only to take \( \tilde{\mathcal{D}} \) and \( \rho := \rho_1 \rho_0 \).

If \( d_0 = d_1 > 1 \), Corollary 1.9.1 shows that there exists an admissible datum \( \mathcal{D}' = \{ V', X', C', \ell'_0, \Gamma', d'_0, d'_1, e' \} \) such that \( d'_1 < d'_0 = d_1 = d_0, d'_0 \) is not divisible by \( p \), and that \( \mathcal{D}' \) is obtained by some \((e, i)\)-transformation \( \rho' \) of \( \mathcal{V} \) associated with \( \mathcal{D} \). By the former case treated above we have an admissible datum \( \tilde{\mathcal{D}} \) and a birational morphism \( \rho_2 : \tilde{\mathcal{V}} \to V' \) which satisfy the above conditions (1) \sim (3). Then we have only to take \( \tilde{\mathcal{D}} \) and \( \rho := \rho_2 \rho' \). \( \square \)

1.11

Lemma. Let \( \mathcal{D} = \{ \mathcal{V}, X, C, \ell_0, \Gamma, 1, 1, e \} \) be an admissible datum for \((X, C_0)\). Let \( \rho : \mathcal{V}_e \to \mathcal{V} \) be the \((e, e)\)-transformation of \( \mathcal{V} \) associated with \( \mathcal{D} \), let \( \Lambda^{(e)} \) be the linear pencil on \( \mathcal{V}_e \) spanned by \( C^{(e)} \) and \( \Gamma_e = \rho^*(\Gamma) + \ell_0^{(e)} + \cdots + \ell_0^{(e)} \) (cf. Lemma 1.7) and let \( f : \mathcal{V}_e \to \mathbb{P}_k^1 \) be the fibration defined by \( \Lambda^{(e)} \). Then we have the following results:

(1) \( C^{(e)} \) is an irreducible curve which is nonsingular at \( C^{(e)} \cap \ell_e \).

(2) \( \ell_e \) is a cross-section of the fibration \( f : \mathcal{V}_e \to \mathbb{P}_k^1 \).

(3) \( \Lambda^{(e)} \) has no multiple members.

(4) Let \( D \) be a member of \( \Lambda^{(e)} \) other than \( \Gamma_e \). Then, \( D \) is an irreducible curve; \( D_0 := D \cap X \) has only one place outside of \( D_0 \); if \( C_0 \) is nonsingular the arithmetic genus of \( D \) is equal to the geometric genus of \( C_0 \).
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If $C_0$ is nonsingular and rational then $D$ is a non-singular rational curve; $X$ with a fibration $f_0 := f|_X : X \to \mathbb{A}^1_k := \mathbb{P}^1_k - \{f(\Gamma_e)\}$ is an $\mathbb{A}^1$-bundle over $\mathbb{A}^2_k$, and hence $X$ is isomorphic to the affine plane $\mathbb{A}^2_k$.

Proof. It will be clear that the $(e,e)$-transformation $\rho : V_e \to V$ associated with $\mathcal{D}$ is defined. Lemma 1.7 tells us that $\Lambda^{(e)}$ is an irreducible pencil free from base points. Hence the general fibers of $f$ are irreducible. Since $(C^{(e)} \cdot \ell_e) = 1$ we know that $C^{(e)}$ is an irreducible curve which is nonsingular at $C^{(e)} \cap \ell_e$ and that $\ell_e$ is a cross-section of $f$. Hence $\Lambda^{(e)}$ has no multiple members. Let $D$ be a member of $\Lambda^{(e)}$ other than $\Gamma_e$. Then $(D \cdot \ell_e) = 1$. Since $V_e - (X \cup \ell_e) = \text{Supp}(\Gamma_e)$ (cf. the proof of Lemma 1.7) and since $X$ is affine, $D$ is an irreducible member. Since $D_0 = D - (D \cap \ell_e)$ and $D \cap \ell_e$ is a simple point of $D$, $D$ has only one place outside of $D_0$. By invariance of arithmetic genera for members of a linear system we have: $p_a(D) = p_a(C^{(e)})$, which is equal to the genus of $C_0$ if $C_0$ is nonsingular. If $C_0$ is non-singular and rational then $p_a(D) = 0$, whence follows that $D$ is a nonsingular rational curve and $D_0$ is isomorphic to the affine line $\mathbb{A}^1_k$. Furthermore, if $C_0$ is nonsingular and rational then $\varphi : V_e - \text{Supp}(\Gamma_e) \to \mathbb{A}^1_k := \mathbb{P}^1_k - \{f(\Gamma_e)\}$ is a $\mathbb{P}^1$-bundle over $\mathbb{A}^1_k$ by virtue of Hironaka [22; Th. 1.8] and $\ell_e - (\Gamma_e \cap \ell_e)$ is a cross-section of $\varphi$, where $\varphi$ is the restriction of $f$ onto $V_e - \text{Supp}(\Gamma_e)$. Hence, $f_0 := f|_X : X \to \mathbb{A}^1_k$ is an $\mathbb{A}^1$-bundle over $\mathbb{A}^1_k$, and $X$ is isomorphic to the affine plane $\mathbb{A}^2_k$ because every $\mathbb{A}^1$-bundle over $\mathbb{A}^1_k$ is trivial. □

1.12

Corollary 1.10 combined with Lemma 1.11 implies the following

Theorem. Let $\mathcal{D} = \{V,X,C,\ell_0,\Gamma,d_0,d_1,e\}$ be an admissible datum for $(X,C_0)$ such that at least one of $d_0$ and $d_1$ is not divisible by $p$, and let $\Lambda$ be the linear pencil on $V$ spanned by $C$ and $d_0(e\ell_0 + \Gamma)$. Let $D$ be an arbitrary member of $\Lambda$ other than $d_0(e\ell_0 + \Gamma)$ and let $D_0 := D \cap X$. Then we have the following:

(1) $D_0$ is an irreducible curve with only one place outside of $D_0$. 

(2) The geometric genus of $D$ is equal to the geometric genus of $C$ if $D$ is a general member of $\Lambda$ and $C_0$ is nonsingular.

(3) If $C_0$ is nonsingular and rational $D_0$ is a nonsingular rational curve, $X$ is isomorphic to the affine plane $k^2$.

Proof. By Corollary 1.10 there exist an admissible datum $\tilde{\mathcal{D}} = \{\tilde{V}, X, \tilde{\mathcal{C}}, \tilde{\mathcal{Z}}, \Gamma, 1, 1, \tilde{e}\}$ for $(X, C_0)$ and a birational morphism $\rho : \tilde{V} \to V$ such that the linear pencil $\tilde{\Lambda}$ on $\tilde{V}$ spanned by $\tilde{\mathcal{C}}$ and $\tilde{\mathcal{Z}}\tilde{e}_0 + \Gamma$ is the proper transform by $\rho$ of $\Lambda$. Let $\tilde{\rho} : \tilde{V}(\tilde{e}) \to V$ be the $(\tilde{e}, \tilde{e})$-transformation of $\tilde{V}$ associated with $\tilde{\mathcal{C}}$ and let $\tilde{\Lambda}(\tilde{e})$ be the proper transform of $\Lambda$ by $\tilde{\rho}$. Let $\sigma = \tilde{\rho}\rho$. Then $L := \tilde{\Lambda}(\tilde{e})$ is the proper transform of $\Lambda$ by $\sigma$. Let $D'$ be the member of $L$ corresponding to $D$ of $\Lambda$. Then $D'_0 := D' \cap X$ is isomorphic to $D_0$, where $X$ is identified with $\sigma^{-1}(X)$. The above assertions now follow from the assertions (4) and (5) of Lemma 1.11. □

1.13

Lemma. Let $\mathcal{D}$ and $\Lambda$ be as in Theorem 1.12 and let $A = \Gamma(X, \mathcal{O}_X)$. Then the following assertions hold.

(1) Assume that $A$ is a factorial ring and that $A^* = k^*$. Let $f$ be a prime element of $A$ defining $C_0$, and let $C_0$ be the curve on $X$ defined by $f - \alpha$ for $\alpha \in k$. Then $D_0$ (cf. Theorem 1.12) coincides with $C_\alpha$ for some $\alpha \in k$, and conversely, every $C_\alpha$ is of the form $D_0$ for some member $D$ of $\Lambda$ other than $d_0(e\ell_0 + \Gamma)$.

(2) If $C_0$ is nonsingular and rational then $A$ is a polynomial ring in two variables over $k$; thence $A$ is a factorial ring with $A^* = k^*$.

Proof. (1) Under the assumptions of the assertion (1) we have $(f) = C - \Delta$ with a divisor $\Delta$ such that $\text{Supp}(\Delta) \subset \ell_0 \cup \text{Supp}(\Gamma)$. Let $g$ be an element of $k(V)$ such that $(g) = C - d_0(e\ell_0 + \Gamma)$. Then $(f/g) = d_0(e\ell_0 + \Gamma) - \Delta$, whence $f/g$ is an invertible element of $\Lambda$. Since $A^* = k^*, f = \lambda g$ with $\lambda \in k^*$. Hence $(f) = C - d_0(e\ell_0 + \Gamma)$. This implies that $\Lambda$ is spanned by 1 and $f$ (or more precisely, by
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\[ d_0(e\ell_0 + \Gamma) \text{ and } d_0(e\ell_0 + \Gamma) + (f). \] It is now clear that the assertion (1) holds.

(2) The second assertion was proved in the assertion (3) of Theorem 1.12.\hfill\Box

1.14

**Theorem.** Let \( A \) be a nonsingular, rational, affine \( k \)-domain of dimension 2, and let \( X := \text{Spec}(A) \). Assume that the following conditions hold:

1. There exists an irreducible closed curve \( C_0 \) on \( X \), which is isomorphic to the affine line \( A^1 \) over \( k \).

2. There exists an admissible datum \( \mathcal{D} = \{ V, X, C, \ell_0, \Gamma, d_0, d_1, e \} \) for \((X, C_0)\) such that at least one of \( d_0 \) and \( d_1 \) is not divisible by \( p \).

Then \( X \) is isomorphic to the affine plane \( A^2 \) over \( k \). Furthermore if \( f \) is an element of \( A \) defining the curve \( C_0 \) then \( A = k[f, g] \) for some element \( g \) of \( A \).

**Proof.** The first assertion was proved in Theorem 1.12. We shall show the second assertion. By virtue of Lemma 1.13, the proof of Theorem 1.12 and Lemma 1.11 we know that \( X \) has a structure of an \( A^1 \)-bundle over \( A^1_k := \text{Spec}(k[f]) \), whose fibers are the curves \( C_\alpha \) defined by \( f - \alpha \) with \( \alpha \in k \). Hence \( A = k[f, g] \) for some element \( g \) of \( A \).\hfill\Box

1.15

**Proof of Irreducibility theorem.** Set \( X := A^2 = \text{Spec}(k[x, y]) \). Then, as seen in 1.2.2 \( \mathcal{D}_0 = \{ \mathbb{P}^2_k, X, C, \ell_0, \phi, d_0, d_1, 1 \} \) is an admissible datum for \((X, C_0)\); (for the notations, see the paragraph 1.1). We may assume that \( d_0 > 1 \); if otherwise, \( C \) is a line on \( \mathbb{P}^2_k \) and the assertion of the theorem is apparently true. If \( d_0 > 1 \), the theorem follows from Theorem 1.12 and Lemma 1.14.
1.16

**Proof of Generic irreducibility theorem.** Let $D_0$ be as in 1.15; we may assume that $d_0 > d_1$. Starting with the Euclidean transformation of $\mathbb{P}^2_k$ associated with $D_0$ and repeating successively the Euclidean transformations or the $(e, i)$-transformations associated with admissible data we obtain ultimately an admissible datum $D = \{V, X, C, t_0, \Gamma, d_0, d_1, e\}$ such that one of the following conditions holds:

1. $d_0 = d_1 = 1$;
2. $d_0 = d_1 > 1$ and $e = 1$.

In the case (1), we know by virtue of Lemma 1.11 that every curve $C_\alpha (\alpha \in k)$ is an irreducible curve with only one place at infinity. In the case (2), the generic irreducibility theorem follows from Corollary 1.9.2.

1.17

**Proof of the Embedding theorem.** Consider an admissible datum $D_0$ in the paragraph 1.15. If $d_0 = 1$ the theorem holds apparently; hence we may assume that $d_0 > 1$. Then $d_0 > d_1 \geq 1$. Now the embedding theorem follows from Theorem 1.14.

2 Linear pencils of rational curves

2.1

In this section the ground field $k$ is assumed to be an algebraically closed field of characteristic $p$. Let $V$ be a non-singular projective surface defined over $k$. We shall consider an irreducible linear pencil $\Lambda$ on $V$ satisfying the properties:

1. *General members of $\Lambda$ are rational curves.*
The generic member of $\Lambda$ is smoothable; namely, setting $\mathcal{H} :=$ the sub field of $k(V)$ corresponding to the pencil $\Lambda$, the complete normal $\mathcal{H}$-model of an algebraic function field $k(V)$ in one variable over $\mathcal{H}$ is geometrically regular over $\mathcal{H}$. The property (2) is equivalent to saying:

(2') There exist a nonsingular projective surface $\tilde{V}$ and a birational morphism $\rho : \tilde{V} \to V$ such that general members of the proper transform $\tilde{\Lambda}$ of $\Lambda$ by $\rho$ are nonsingular curves.

When the field $k$ is of characteristic zero the pencil $\Lambda$ satisfies automatically the property (2); hence the condition (2) is superfluous. Moreover, we note by Tsen’s Theorem that $V$ is a rational surface if $\Lambda$ has the properties (1) and (2). In the next chapter we shall consider a linear pencil having only the property (1) but not (2), in order to construct unirational, irrational surfaces.

2.2

Lemma. Let $f : V \to B$ be a surjective morphism from a nonsingular projective surface $V$ onto a nonsingular complete curve $B$ such that almost all fibers are isomorphic to $\mathbb{P}^1_k$. Let $F = n_1C_1 + \cdots + n_rC_r$ be a singular fiber of $f$, where $C_i$ is an irreducible curve, $C_i \neq C_j$ if $i \neq j$, and $n_i > 0$. Then we have:

1. The greatest common divisor $(n_1, \ldots, n_r)$ of $n_1, \ldots, n_r$ is 1;
   \[ \text{Supp}(F) = \bigcup_{i=1}^{r} C_i \text{ is connected.} \]

2. For $1 \leq i \leq r$, $C_i$ is isomorphic to $\mathbb{P}^1_k$ and $(C_i^2) < 0$.

3. For $i \neq j$, $(C_i \cdot C_j) = 0$ or 1.

4. For three distinct indices $i$, $j$ and $\ell$, $C_i \cap C_j \cap C_\ell = \emptyset$.

5. One of $C_i$’s, say $C_1$, is an exceptional component, i.e., an exceptional curve of the first kind. If $\tau : V \to V_1$ is the contraction of $C_1$, then $f$ factors as $f : V \xrightarrow{\tau} V_1 \xrightarrow{f_1} B$, where $f_1 : V_1 \to B$ is a fibration by $\mathbb{P}^1$. 

(6) If one of $n_i$’s, say $n_1$, equals 1 then there is an exceptional component among $C_i$’s with $2 \leq i \leq n$.

See Gizatullin [16]. (I) Let $m = (n_1, \ldots, n_r)$ and let $C = mD$ with $D := (n_1/m)C_1 + \cdots + (n_r/m)C_r$. Then, by the arithmetic genus formula we have:

$$p_a(C) = \frac{m^2(D^2) + m(D \cdot K_V)}{2} + 1 = \frac{m(D \cdot K_V)}{2} + 1 = 0.$$ 

Since $(D \cdot K_V)$ is an integer, either $m = 1$ or $m = 2$ and $(D \cdot K_V) = -1$. In the latter case, $p_a(D) = ((D^2) + (D \cdot K_V))/2 + 1 = 1/2$, which is a contradiction. Hence $m = 1$. If $r = 1$ then $C$ is isomorphic to $\mathbb{P}^1$. Hence $r \geq 2$ and we know by virtue of Zariski’s connectedness theorem that $\text{Supp}(F) = \bigcup_{i=1}^{r} C_i$ is connected.

(II) For each $i$, $n_i(C_i^2) + \sum_{i \neq j} n_j(C_i \cdot C_j) = 0$ where $(C_i \cdot C_j) > 0$ for some $j$ because $F$ is connected. Hence $(C_i^2) < 0$. To prove the assertions (2), (3), (4) and (5) we have only to show that one of $C_i$’s is an exceptional component. Note that $(F \cdot K_V) = -2$ because $p_a(F) = 0$. Hence we have:

$$(*) -2 = (F \cdot K_V) = \sum_{i} n_i(C_i \cdot K_V) = \sum_{i} n_i(2p_a(C_i) - 2 - (C_i^2)),$$

where $2p_a(C_i) - 2 - (C_i^2) \geq -1$ and the equality holds if and only if $C_i$ is an exceptional curve of the first kind. However, it is impossible that $2p_a(C_i) - 2 - (C_i^2) \geq 0$ for every $i$, as seen from the above equality ($*$). Therefore, $2p_a(C_i) - 2 - (C_i^2) = -1$ for some $i$.

(III) We shall prove the assertion (6). Assume the contrary, i.e., $C_1$ is an exceptional component with $n_1 = 1$ and none of $C_i$’s $(2 \leq i \leq r)$ is an exceptional component. Then we have:

$$2p_a(C_1) - 2 - (C_1^2) = -1$$

and

$$2p_a(C_i) - 2 - (C_i^2) \geq 0$$

for $2 \leq i \leq r$. 
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Then we have \( \sum_i n_i(2p_a(C_i) - 2 - (C_i^2)) \geq -1 \), which contradicts the equality (*).

\[ \square \]

2.3

**Lemma.** Let \( V \) be a nonsingular projective surface and let \( \Lambda \) be an irreducible linear pencil on \( V \) satisfying the properties (1) and (2) of 2.1. Let \( B \) be the set of points of \( V \) which are base points of \( \Lambda \). Let \( F := n_1C_1 + \cdots + n_mC_r \) be a reducible member of \( \Lambda \) such that \( r \geq 2 \), where \( C_i \) is an irreducible component, \( C_i \neq C_j \) if \( i \neq j \), and \( n_i > 0 \). Then the following assertions hold:

1. If \( C_i \cap B = \phi \) then \( C_i \) is isomorphic to \( \mathbb{P}^1_k \) and \( (C_i^2) < 0 \).

2. If \( C_i \cap C_j \neq \phi \) for \( i \neq j \) and \( C_i \cap C_j \cap B = \phi \) then \( C_i \cap C_j \) consists of a single point where \( C_i \) and \( C_j \) intersect each other transversely.

3. For three distinct indices \( i, j, \ell \), if \( C_i \cap C_j \cap C_\ell \cap B = \phi \) then \( C_i \cap C_j \cap C_\ell = \phi \).

4. Assume that \( (C_i^2) < 0 \) whenever \( C_i \cap B \neq \phi \). Then the set \( S = \{ C_i; C_i \) is an irreducible component of \( F \) such that \( C_i \cap B = \phi \} \) is nonempty, and there is an exceptional component in the set \( S \).

5. With the same assumption as in (4) above, if a component of \( S \), say \( C_1 \), has multiplicity \( n_1 = 1 \) then there exists an exceptional component in \( S \) other than \( C_1 \).

**Proof.** Let \( \rho : \tilde{V} \to V \) be the (shortest) succession of quadratic transformations with centers at base points (including infinitely near base points) of \( \Lambda \) such that the proper transform \( \tilde{\Lambda} \) of \( \Lambda \) by \( \rho \) has no base points. Then, by the equivalence of the properties (2) and (2') as explained in 2.1 general members of \( \tilde{\Lambda} \) are isomorphic to \( \mathbb{P}^1_k \). The assertions (1), (2) and (3) are then apparently true. We shall prove the assertions (4) and (5), assuming that \( B \neq \phi \). Let \( P \in B \). Set \( P_0 := P \), and let \( P_1, \ldots, P_{s-1} \) exhaust infinitely near base points of \( \Lambda \) such that \( P_i \)
is an infinitely near point of \( P_{i-1} \) of order one for \( 1 \leq i \leq s - 1 \). For 
\( 1 \leq i \leq s \), let \( \sigma_i : V_i \to V_{i-1} \) be a quadratic transformation of \( V_{i-1} \) with 
center at \( P_{i-1} \), where \( V_0 := V \), and let \( \sigma = \sigma_1 \ldots \sigma_s \). Then \( \sigma \) factors \( \rho \), 
i.e., \( \rho = \sigma \cdot \bar{\rho} \). Let \( E'_i := (\sigma_{i+1} \ldots \sigma_s)(\sigma_i^{-1}(P_{i-1})) \) for \( 1 \leq i < s \) and let 
\( E'_i := \sigma_i^{-1}(P_{i-1}) \). Let \( E_i := \bar{\rho}(F_i') \) for \( 1 \leq i \leq s \). It is clear that \( E'_i \equiv E_i \) and 
\( (E'_i) = (E_i) \) for \( 1 \leq i \leq s \), and that \( (E'_i) < -1 \) for \( 1 \leq i < s \) and 
\( (E'_s) = -1 \). Moreover \( E_s \) is not contained in any member of \( \tilde{\Lambda} \); indeed, if 
otherwise, \( \tilde{\Lambda} \) would have yet a base point on \( E_s \), which contradicts 
the choice of points \( P_1, \ldots, P_{s-1} \). The member \( \tilde{F} \) of \( \Lambda \) corresponding 
to \( F \) of \( \tilde{\Lambda} \) may contain some (not necessarily all) of \( E_1, \ldots, E_{s-1} \). After 
the above argument made for every point of \( B \) we know that if we write 
\( \tilde{F} = (m_1\tilde{C}_1 + \cdots + n_r\tilde{C}_r) + (m_1\tilde{D}_1 + \cdots + m_t\tilde{D}_t) \) with 
\( \tilde{C}_i = \rho'(\tilde{C}_i) \) for \( 1 \leq i \leq s \) then we have:

1° if \( C_i \in S \) then \( \tilde{C}_i \equiv C_i \) and \( (\tilde{C}^2_i) = (C^2_i) \),

2° if \( C_i \not\in S \) then \( (\tilde{C}^2_i) \leq -2 \),

3° \( (D^2_i) \leq -2 \) for \( 1 \leq i \leq t \).

Then the assertions (4) and (5) follow from the assertions (5) and (6) of 
Lemma [17].

2.4

Let \( \mathbb{A}^2_k := \text{Spec}(k[x, y]) \) be the affine plane, and fix an open immersion 
of \( \mathbb{A}^2_k \) into \( \mathbb{P}^2_k \) as the complement of a line \( \ell \). Let \( f \) \( k[x, y] \) be an irreducible 
element such that the curve \( C_0 \) defined by \( f = 0 \) is a nonsingular, 
rationale curve. Let \( C \) be the closure of \( C_0 \) in \( \mathbb{P}^2_k \), and let \( d := (C \cdot \ell_0) \). 
Denote by \( \Lambda(f) \) the linear pencil on \( \mathbb{P}^2_k \) spanned by \( C \) and \( dl_0 \); \( \Lambda(f) \) is an 
irreducible pencil determined uniquely by the inclusion \( k(f) \hookrightarrow k(x, y) \). 
We may ask under what conditions the pencil \( \Lambda(f) \) has properties (1)

\[\text{We note that if } \mathbb{A}^2_k \text{ is embedded into } \mathbb{P}^2_k \text{ as an affine open set then the complement} \]
\[\text{is a line. Indeed, let } \tau : \mathbb{A}^2_k \to \mathbb{P}^2_k \text{ be such an embedding; then } \mathbb{P}^2_k - \tau(\mathbb{A}^2_k) = \cup_{i=1}^m \mathbb{C}_i \]
\[\text{with irreducible components } \mathbb{C}_i. \text{ If } r = 1, \mathbb{C}_1 \sim mH \text{ where } H \text{ is a line of } \mathbb{P}^2_k. \text{ Since} \]
\[\text{Pic}(\mathbb{A}^2_k) = (0) \text{ we have } m = 1. \text{ Assume that } r \geq 2 \text{ and } C_i \sim m_iH \text{ for } 1 \leq i \leq r. \text{ Then} \]
\[\text{there exists a nonconstant regular function } f \text{ on } (\mathbb{A}^2_k) \text{ such that } (f) = m_1C_2 - m_2C_1, \]
\[\text{which is a contradiction.} \]


and (2) of the paragraph 2.1

2.4.1

**Lemma.** With the above notations, the pencil \( \Lambda(f) \) has properties (1) and (2) of 2.1 if and only if \( f \) is a field generator, i.e., there exists an element \( g \) of \( k(x, y) \) such that \( k(x, y) = k(f, g) \).

**Proof.** The properties (1) and (2) of 2.1 are equivalent to saying that an algebraic function field \( k(x, y) \) in one variable over \( k(f) \) has genus 0. By virtue of Tsen’s theorem, this is equivalent to saying that \( k(x, y) \) is a purely transcendental extension of \( k(f) \). \( \square \)

2.4.2

Various properties of a field generator were studied by Russell [48], [50], one of which tells us:

**Lemma Russell [48; Cor. 3.7.]** Let \( f \in k[x, y] \) be a field generator. Then there are at most two points (including infinitely near points) of \( f \) on the line at infinity. In particular, the degree form of \( f \) has at most two distinct irreducible factors.

2.4.3

If the curve \( C_0 \) defined by \( f = 0 \) is isomorphic to \( \mathbb{A}_k^1 \), the pencil \( \Lambda(f) \) satisfies the properties (1) and (2) of 2.1 under some mild restrictions, as we saw in the previous section. An example of a nonsingular, rational curve \( C_0 : f = 0 \), for which \( \Lambda(f) \) does not satisfy the properties (1) and (2) of 2.1 is given by the following:

**Example.** Assume that \( p \neq 2 \). Let \( f := xy^2(x+y)+2xy+1 \). Then \( f \) is an irreducible element and the curve \( C_0 : f = 0 \) is a non-singular, rational curve. Moreover, if \( \rho : V \to P_k^2 \) is the shortest succession of quadratic transformations such that the proper transform \( \tilde{\Lambda} \) of \( \Lambda(f) \) by \( \rho \) has no base points, then \( \tilde{\Lambda} \) is a pencil of elliptic curves with three singular fibers and \( \Lambda \) has the following configuration:
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where;

1° two dotted lines $S_2$ and $S_3$ are cross-sections of $\tilde{\Lambda}$; and the dotted line $S_1$ meets each fiber of $\tilde{\Lambda}$ with multiplicity 2;

2° the singular fiber $f = \infty$ is a singular fiber of type $B_9$ (cf. Šafarevič [51; p. 172]);

3° the singular fiber $f = 0$ is a rational curve with only one (ordinary) node on the line $S_1$;

4° the singular fiber $f = 1$ has three irreducible components $C_1$, $C_2$ and $C_3$ which are nonsingular rational curves, and correspond to the curves $y = 0$, $x = 0$ and $y^2 + xy + 2 = 0$ respectively, in the decomposition $f - 1 = yx(y^2 + xy + 2)$; $(C_1^2) = -1$, $(C_2^2) = -3$ and $(C_3^2) = -2$;

5° each fiber $f = \alpha (\alpha \in k, \alpha \neq 0, 1)$ is a nonsingular elliptic curve meeting $S_1$ in two distinct points;

6° $\tilde{\nu}$(the fiber $f = \infty) \cup S_1 \cup S_2 \cup S_3 \cong A_k^2$.

2.4.4

Let $f \in k[x,y]$ be an irreducible element such that the curve $C_0 : f = 0$ is a nonsingular rational curve. Even if $C_0$ has exactly two places at
infinity and \( f \) is a field generator, a curve \( C_\alpha : f = \alpha (\alpha \in k) \) does not necessarily have two places at infinity as is shown by the next:

**Example.** Assume that \( p \neq 2 \). Let \( f = x^2 y^2 + 2xy^2 + y^2 + 2xy + 1 \). Then \( f \) is an irreducible element and the curve \( C_0 : f = 0 \) is a nonsingular rational curve. Moreover, if \( \rho : \widetilde{\mathcal{V}} \to \mathbb{P}_k^2 \) is the shortest succession of quadratic transformations such that the proper transform \( \widetilde{\Lambda} \) of \( \Lambda(f) \) has no base points, then \( \widetilde{\Lambda} \) is a pencil of rational curves with two singular fibers and \( \Lambda \) has the following configuration:

where;

1° the dotted line \( S_2 \) is a cross-section of \( \widetilde{\Lambda} \), and the dotted line \( S_1 \) meets each fiber with multiplicity 2;

2° the singular fiber \( f = \infty \) is \( 2C_1 + 4C_2 + 2C_3 + 2C_4 + C_5 + C_6 \) with \( (C_1^2) = (C_2^2) = (C_3^2) = (C_4^2) = -2, (C_5^2) = -1 \) and \( (C_6^2) = -3 \);

3° the singular fiber \( f = 1 \) is \( D_1 + D_2 \), where \( (D_1^2) = (D_2^2) = -1 \), and \( D_1 \) and \( D_2 \) correspond to the curves \( y = 0 \) and \( x^2y + 2xy + y + 2x = 0 \), respectively, in the decomposition \( f - 1 = y(x^2y + 2xy + y + 2x) \);

4° the fiber \( f = 0 \) is a nonsingular rational curve meeting \( S_1 \) in a single point with multiplicity 2;
5° each fiber \( f = \alpha(\alpha \in k, \alpha \neq 0, 1) \) is a nonsingular rational curve meeting \( S_1 \) in two distinct points;

\[ 6° \quad \tilde{V}(\text{the fiber } f = \infty) \cup S_1 \cup S_2 \cong A_k^2. \]

### 2.4.5

Let \( f \in k[x, y] \) be an irreducible element such that:

1. \( f \) is a field generator;
2. every irreducible curve of the form \( C_\alpha : f = \alpha \) with \( \alpha \in k \) is a nonsingular rational curve with exactly two places at infinity.

Even with these conditions satisfied, there might exist a curve \( C_\alpha : f = \alpha(\alpha \in k) \) which is not connected, as is shown by the next:

**Example.** Let \( f = y(xy + 1) + 1 \). Then \( f \) is an irreducible element. If \( \rho : \tilde{V} \rightarrow \mathbb{P}^2_k \) is the shortest succession of quadratic transformations such that the proper transform \( \tilde{\Lambda} \) of \( \Lambda(f) \) has no base points, then \( \tilde{\Lambda} \) is a pencil of rational curves with two singular fibers and \( \tilde{\Lambda} \) has the following configuration:

![Diagram](image)

where;

1° two dotted lines \( S_1 \) and \( S_2 \) are cross-sections of \( \tilde{\Lambda} \).
2° the singular fiber \( f = \infty \) is \( C_1 + 3C_2 + 2C_3 + C_4 \) with \((C_1^2) = -3, (C_2^2) = -1 \) and \((C_3^2) = (C_4^2) = -2\);

3° the singular fiber \( f = 1 \) is \( D_1 + D_2 + D_3 \) with \((D_1^2) = (D_2^2) = -1 \) and \((D_3^2) = -2\), where \( D_1 \) and \( D_2 \) correspond to the curves \( y = 0 \) and \( xy + 1 = 0 \), respectively, in the decomposition \( f - 1 = y(xy + 1)\);

4° the fibers \( f = \alpha (\alpha \neq 1, \infty) \) are nonsingular rational curves;

5° \( \tilde{V}-(\text{the fiber } f = \infty) \cup S_1 \cup S_2 \cup D_3 \cong \mathbb{A}^2_k\).

2.4.6

In the section 6 below we shall show the following result:

Assume that the characteristic of \( k \) is zero. Let \( f \) be an irreducible element of \( k[x, y] \), and let \( C_\alpha \) be the curve defined by \( f = \alpha \) for \( \alpha \in k \). Then \( f = x^d y^e - 1 \) for positive integers \( d \) and \( e \) such that \((d, e) = 1\), after a suitable change of coordinates \( x \) and \( y \), if the following conditions are satisfied:

1° \( f \) is a field generator;

2° \( C_\alpha \) has exactly two places at infinity for almost all \( \alpha \in k \);

3° \( C_\alpha \) is connected for every \( \alpha \in k \).

3 Automorphism theorem

3.1

We shall begin with

Lemma cf. Nagata [43; p. 21]. Let \( k \) be an algebraically closed field of characteristic \( p \). Let \( C_0 \) be a closed irreducible curve on the affine plane \( \mathbb{A}^2_k := \text{Spec}(k[x, y]) \) such that \( C_0 \) is defined by \( f = 0 \) with \( f \in k[x, y] \) and that \( C_0 \) is isomorphic to the affine line \( \mathbb{A}^1_k \). Fix an open immersion of \( \mathbb{A}^2_k \).
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into the projective plane $\mathbb{P}_k^2$, and let $\ell_0 := \mathbb{P}_k^2 - \mathbb{A}_k^2$. Let $C$ be the closure of $C_0$ on $\mathbb{P}_k^2$, let $P_0 = C \cap \ell_0$, let $d_0 = (C \cdot \ell_0)$ and let $d_1$ be the multiplicity of $C$ at $P_0$. Assume that $f$ is a field generator (cf. 2.4.1). Then $d_0$ and $d_1$ are divisible by $d_0 - d_1$.

Proof. Our proof consists of three steps.

(I) We may assume with no loss of generality that $d_0 > d_1$. Let $\Lambda_0$ be an irreducible linear pencil on $\mathbb{P}_k^2$ spanned by $C$ and $d_0\ell_0$, and let $\rho : \tilde{V} \to \mathbb{P}_k^2$ be the (shortest) succession of quadratic transformations such that the proper transform $\tilde{\Lambda}$ of $\Lambda_0$ has no base points. By assumption and by virtue of 1.2.2 and 1.12, when either $d_0$ or $d_1$ is not divisible by $p$, the pencil $\Lambda$ satisfies the properties (1) and (2) of 2.1. Furthermore, the member of $\tilde{\Lambda}$ corresponding to $d_0\ell_0$ of $\Lambda_0$ is a reducible fiber of $\tilde{\Lambda}$.

(II) As in 1.3, find integers $d_2, \ldots, d_\alpha$ and $q_1, \ldots, q_\alpha$ by the Euclidean algorithm with respect to $d_0$ and $d_1$. To obtain the morphism $\rho$ we have to start with the Euclidean transformation $\sigma : V \to \mathbb{P}_k^2$ associated with an admissible datum $(\mathbb{P}_k^2, \mathbb{A}_k^2, C, \ell_0, \phi, d_0, d_1, 1)$. Let $\Lambda$ be the proper transform of $\Lambda_0$ by $\sigma$ and let $F$ be the member of $\Lambda$ corresponding to the member $d_0\ell_0$ of $\Lambda_0$. Then $F$ has the weighted graph as given in 1.3, Figure 1, and $\Lambda$ has a unique base point lying on the curve $E(\alpha, q_\alpha)$ but not on other curves of the weighted graph. We shall now apply Lemma 2.3 to the present $V$, $\Lambda$ and $F$.

(III) Case 1. $\alpha = 1$, i.e., $d_0 = q_1 d_1$ with $q_1 \geq 2$. Then the weighted graph of $F$ is:

$$
\begin{array}{ccccccc}
1 - q_1 & -1 & -2 & & & -2 \\
E_0 & E(1, q_1) & & & & E(1, 1)
\end{array}
$$

Now, by virtue of Lemma 2.3, we know that $(E_0^2) = 1 - q_1 = -1$, i.e., $q_1 = 2$. Then $d_0 - d_1 = d_1$; hence $d_0 - d_1$ divides $d_0$ and $d_1$. 


Case 2. \( \alpha = 2 \), i.e., \( d_0 = q_1d_1 + d_2 \) and \( d_1 = q_2d_2 \) with \( q_2 \geq 2 \). Then the weighted graph of \( F \) is:

\[
\begin{array}{cccccccc}
-2 & \cdots & -2 & -1 & -(q_2 + 1) & -2 & \cdots & -2 \\
E_0 & E(2, 1) & E(2, q_2 - 1) & E(2, q_2) & E(1, q_1) & E(1, 1)
\end{array}
\]

Again by Lemma 2.3 we conclude that \( q_1 = 1 \). Hence \( d_0 - d_1 = d_2 \).

Then \( d_2 \) divides \( d_0 \) and \( d_1 \).

Case 3. \( \alpha \geq 3 \). By Lemma 2.3 we know that \( (E_0^2) = -q_1 = -1 \). Then we can contract the curves \( E_0, E(2, 1), \ldots, E(2, q_2 - 1) \) in this order; in each step of the contractions we obtain a nonsingular projective surface \( V' \), a linear pencil \( \Lambda' \) and a singular fiber \( F' \) of \( \Lambda' \) to which Lemma 2.3 can be applied. However, after contracting the curve \( E(2, q_2 - 1) \), the proper transform \( E \) of \( E(2, q_2) \) has self-intersection number \( (E^2) = -q_3 \) if \( \alpha = 3 \) and \( (E^2) = -(q_3 + 1) \) if \( \alpha = 4 \). Note that \( q_1 \geq 2 \) if \( \alpha = 3 \) and \( q_1 \geq 1 \) if \( \alpha = 4 \). Hence \( (E^2) \leq -2 \) if \( \alpha \geq 3 \). This is a contradiction. Consequently, we know that \( \alpha \leq 2 \) and we are done.

\[\square\]

3.2

Corollary (Abhyankar-Moh \cite{2}). Let \( k \) be a field of characteristic \( p \).

Let \( \varphi \) and \( \psi \) be nonconstant polynomials of degree \( m \) and \( n \) in \( t \) with coefficients in \( k \). Let \( \rho : \mathbb{A}^1_k = \text{Spec}(k[t]) \to \mathbb{A}^2_k = \text{Spec}(k[x,y]) \) be a morphism defined by \( \rho^*(x) = \varphi(t) \) and \( \rho^*(y) = \psi(t) \), and let \( f(x,y) \) be an irreducible polynomial in \( k[x,y] \) defining the curve \( \rho(\mathbb{A}^1_k) \). Assume that \( k[t] = k[\varphi, \psi] \) and that \( f \) is a field generator. Then either \( m \) divides \( n \) or \( n \) divides \( m \). If \( \text{G.C.D}(m,n) \) is not divisible by \( p \) then \( f \) is a field generator, and either \( m \) divides \( n \) or \( n \) divides \( m \).

Proof. We may assume that \( k \) is algebraically closed, by substituting an algebraic closure of \( k \) for \( k \). We may also assume that \( m > n \). Fix a homogeneous coordinate \( (X,Y,Z) \) on \( \mathbb{P}^2_k \), and let \( \ell_0 \) be the line \( Z = 0 \). Let \( \mathbb{A}^2_k := \mathbb{P}^2_k - \ell_0 \), and let \( x := X/Z \) and \( y := Y/Z \). Then a mapping
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$t \mapsto (x = \varphi, y = \psi)$ maps isomorphically $A^1_k$ to a curve $C_0$ on $A^2_k$. Let $C$ be the closure of $C_0$ on $\mathbb{P}^2_k$ and let $P_0 := C \cap \ell_0$. Now write:

$$\varphi(t) := a_m t^m + \cdots + a_0$$
$$\psi(t) := b_n t^n + \cdots + b_0$$

with $a_m b_0 \neq 0$. Then the point $P_0$ is $(a_m, 0, 0)$, and the curve $C$ is expressed locally at $P_0$ in the following way:

$$X = a_m + a_{m-1} \tau + \cdots + a_0 \tau^m$$
$$Y = \tau^{m-n}(b_n + b_{n-1} \tau + \cdots + b_0 \tau^n)$$
$$Z = \tau^n$$

where $\tau = \tau^{-1}$. Then $m = (C \cdot \ell_0)$, and $m - n$ is the multiplicity of $C$ at $P_0$. By virtue of Lemma 3.1 we know that $n$ divides $m$. □

3.3

Let $k$ be a field of arbitrary characteristic $p$, and let $k[x, y]$ be a polynomial ring in two variables $x$ and $y$ over $k$. We denote by $\text{Aut}_k k[x, y]$ the group of $k$-automorphisms of $k[x, y]$. A $k$-automorphism $\xi$ ($\sigma$ or $\tau$, resp.) of $k[x, y]$ is called a linear (affine or de Jonquières, resp.) transformation if $\xi$ ($\sigma$ or $\tau$, resp.) has the following expression:

$$\xi(x) = ax + \beta y, \xi(y) = \alpha' x + \beta'y \text{ with } \alpha, \beta, \alpha', \beta' \in k \text{ such that } \alpha\beta' \neq \alpha'\beta;$$
$$\sigma(x) = ax + \beta y + \gamma, \sigma(y) = \alpha' x + \beta' y + \gamma' \text{ with } \alpha, \beta, \gamma, \alpha', \beta', \gamma' \in k \text{ such that } \alpha\beta' \neq \alpha'\beta;$$
$$\tau(x) = ax + f(y), \tau(y) = \beta y + \gamma \text{, where } f(y) \in k[y] \text{ and } \alpha, \beta, \gamma \in k \text{ with } \alpha\beta \neq 0.$$

We denote by $GL(2, k)$ ($A_2$ or $J_2$, resp.) the subgroup of all linear (affine or de Jonquières, resp.) transformations in $\text{Aut}_k k[x, y]$. A $k$-automorphism $\rho$ of $k[x, y]$ is called tame if $\rho$ is an element of the subgroup generated by $A_2$ and $J_2$. An easy consequence of Corollary 3.2 is the following:
3.3.1

AUTOMORPHISM THEOREM (cf. Nagata [43]; Abhyankar-Moh [2] and many others). Let \( k \) be a field of arbitrary characteristic. Then every \( k \)-automorphism of \( k[x, y] \) is tame.

Proof. Let \( \rho \) be a \( k \)-automorphism of \( k[x, y] \) and let

\[
\rho(x) := f(x, y) = f_0(x, y) + f_1(x, y) + \cdots + f_m(x, y)
\]

\[
\rho(y) := g(x, y) = g_0(x, y) + g_1(x, y) + \cdots + g_n(x, y)
\]

where \( f_i(x, y) \) and \( g_j(x, y) \) are the \( i \)-th and the \( j \)-th homogeneous parts of \( f \) and \( g \), respectively, for \( 0 \leq i \leq m \) and \( 0 \leq j \leq n \), and where \( f_m(x, y) \neq 0 \) and \( g_n(x, y) \neq 0 \). After a suitable change of coordinates \( x \) and \( y \) by a linear transformation we may assume that \( f_m(x, 0) \neq 0 \) and \( g_n(x, 0) \neq 0 \). Let \( \varphi(x) := f(x, 0) \) and \( \psi(x) := g(x, 0) \). Then \( k[x] = k[\varphi, \psi] \). Let

\[
\tau : \mathbb{A}^1_k = \text{Spec}(k[x]) \rightarrow \mathbb{A}^2_k = \text{Spec}(k[x', y'])
\]

be a morphism defined by \( \tau'(x') = \varphi(x) \) and \( \tau'(y') = \psi(x) \), let \( C_0 = \tau(\mathbb{A}^1_k) \), and let \( f'(x', y') \) be an irreducible element in \( k[x', y'] \) defining \( C_0 \). Then \( f' \) is a field generator; this is clear because \( \rho \) is an automorphism of \( k[x, y] \). By Corollary 3.2 we conclude that either \( m \mid n \) or \( n \mid m \). Besides, it is easily ascertained that if \( mn > 1 \) then \( f_m(x, y) = \alpha \lambda^m \) and \( g_n(x, y) = \beta \lambda^n \) for a common linear factor \( \lambda \) in \( x \) and \( y \) and for \( \alpha, \beta \in k \). Assuming that \( m = nd > 1 \), define a \( k \)-automorphism \( \sigma \) of \( k[x, y] \) by \( \sigma(x) = x - \gamma y^d \) and \( \sigma(y) = y \), where \( \alpha = \gamma \beta^d \). Then \( \sigma \rho(x) \) has degree smaller than \( m \). Thus, we can finish our proof by induction on \( \max(m, n) \). \( \square \)

3.3.2

More precisely, we know the following structure theorem on \( \text{Aut}_k k[x, y] \):

2Since the curve \( f(x, y) = 0 \) is isomorphic to \( \mathbb{A}^1_k \), we know that \( f_m(x, y) = \lambda_m^m \) for a linear factor \( \lambda_m \); similarly, \( g_n(x, y) = \lambda_n^n \). Since the curves \( f(x, y) = 0 \) and \( g(x, y) = 0 \) intersect in a single point transversely on \( \mathbb{A}^2_k = \text{Spec}(k[x, y]) \), we know by Bezout’s Theorem that \( \lambda_2 = \gamma \lambda_1 \) with \( \gamma \in k^* \) unless \( mn = 1 \).
Lemma (cf. Nagata [43; Th. 3.3; Kambayashi 25]) \( \text{Aut}_k k[x,y] \) is an amalgamated product of \( A_2 \) and \( J_2 \). Namely, if \( \sigma_i \in A_2 - J_2 \) (1 \( \leq \) \( i \) \( \leq \) \( r - 1 \)), \( \tau_j \in J_2 - A_2 \) (1 \( \leq \) \( j \) \( \leq \) \( r \)), then \( \tau_1 \sigma_1 \tau_2 \sigma_2 \ldots \tau_{r-1} \sigma_{r-1} \tau_r \notin A_2 \).

For the convenience of readers, we shall give a (sketchy) proof in the next paragraph.

3.4

Let \( \tau(x) = ax + f(y) \) and \( \tau(y) = by + \gamma \) be a de Jonquière transformation of \( k[x,y] \). \( \tau \) defines a birational automorphism \( T \) of \( \mathbb{P}^2_k \) by setting:

\[
T^*(X) = \alpha XZ^{n-1} + F(Y,Z), \quad T^*(Y) = \beta YZ^{n-1} + \gamma Z^n \quad \text{and} \quad T^*(Z) = Z^n,
\]

where \( x = X/Z, y = Y/Z, n := \deg_y f(y) \) and \( F(Y,Z) := Z^n f(Y/Z) \). We assume that \( n > 1 \). Then it is easy to see that \( P_0 : (X,Y,Z) = (1,0,0) \) is a unique fundamental point of \( T \) on \( \mathbb{P}^2_k \) and the line \( \ell_0 : Z = 0 \) is a unique fundamental curve of \( T \) on \( \mathbb{P}^2_k \). Let \( \varphi_1 \) be a quadratic transformation with center at \( P_0 \). Now eliminating fundamental points (including infinitely near fundamental points) of \( T \) by the (shortest) succession of quadratic transformations, which start with \( \varphi_1 \), we have a nonsingular projective surface \( V \) and birational morphisms \( \varphi, \psi : V \to \mathbb{P}^2_k \) such that \( T = \psi \cdot \varphi^{-1} \).

3.4.1

Lemma. With the above notations we have:

1. \( \varphi^{-1}(\ell_0) \) has the following weighted graph:

\[
\begin{array}{cccccccc}
& -1 & -2 & \cdots & -2 & \cdots & -2 & -1 \\
\varphi^{-1}(\ell_0) & n & -2 & \cdot & -2 & \cdot & n & -2 \\
\end{array}
\]

where each vertex stands for a nonsingular rational curve; the vertex with weight \(-n\) corresponds to the proper transform of \( \varphi^{-1}(P_0) \) by \( \varphi \varphi_1^{-1} \).

\[\text{If } n = \deg_y f(y), \tau \text{ is called a de Jonquière transformation of degree } n.\]
(2) Let $L$ be the curve with weight $-1$ other than $\varphi'(\ell_0)$. Then $\psi(L)$ is the line at infinity of a new projective plane $\mathbb{P}^2_k$.

(3) The point $Q := (1,0,0)$ on the new projective plane $\mathbb{P}^2_k$ is a unique fundamental point of $T^{-1}$.

**Proof.** Straightforward computation. See also Russell [48; 4.2]. □

### 3.4.2

Note that if $\sigma : \sigma(x) = \alpha x + \beta y + \gamma$ and $\sigma(y) = \alpha' x + \beta' y + \gamma'$ is an affine transformation not in $J_2$, i.e., $\alpha' \neq 0$, then the associated biregular automorphism $\Sigma : (X,Y,Z) \mapsto (\alpha X + \beta Y + \gamma Z, \alpha' X + \beta' Y + \gamma' Z, Z)$ of $\mathbb{P}^2_k$ maps the point $(1,0,0)$ to $(\alpha, \alpha', 0)$ which is distinct from $(1,0,0)$. With this remark in mind we can easily show:

**Lemma.** Let $\sigma_1 \in A_2 - J_2(1 \leq i \leq r - 1)$, let $\tau_j \in J_2 - A_2(1 \leq j \leq r)$ and let $\rho : \tau_1 \sigma_1 \ldots \tau_{r-1} \sigma_{r-1} \tau_r$. Let $n_j$ be the degree of $\tau_j$ for $1 \leq j \leq r$. Let $\Sigma_i(1 \leq i \leq r - 1)$, $T_j(1 \leq j \leq r)$ and $R$ be birational automorphisms of $\mathbb{P}^2_k$ associated with $\sigma_i$, $\tau_j$ and $\rho$, respectively. Then, by elimination of indeterminacy of a birational automorphism $\rho$, we obtain a nonsingular projective surface $W$ and birational morphisms $\phi, \psi : W \to \mathbb{P}^2_k$ such that:

1. $R = \psi \cdot \phi^{-1}$, where $R := T_r \Sigma_{r-1} T_{r-1} \ldots \Sigma_1 T_1$;
2. $\phi^{-1}(\ell_0)$ has the following weighted graph:

![Graph](image-url)
where, if $L$ is the curve corresponding to the vertex with weight $-1$ other than $\phi'(\ell_0)$, then $\psi(L)$ is the line at infinity of a new projective plane $\mathbb{P}^2_k$;

(3) $n_j > 1$ for $1 \leq j \leq r$.

3.4.3

By virtue of Lemma 3.4.2, it is clear that $\rho \notin A_2$; if $\rho \in A_2$ then $\ell_0$ would not be a fundamental curve. Therefore we completed a proof of Lemma 3.3.2.

3.5

We shall prove in this paragraph the following:

**Theorem Igarashi-Miyanishi.** Let $k$ be a field of characteristic zero. Let $F$ be a finite subgroup of order $n$ of $\text{Aut}_k k[x, y]$. Then there exists an element $\rho$ of $\text{Aut}_k k[x, y]$ such that $\rho^{-1}F\rho$ is contained in $\text{GL}(2, k)$.

The proof will be given in the subparagraphs 3.5.1 $\sim$ 3.5.5.

3.5.1

**Lemma.** With the notations and assumptions as above, if $F$ is contained in $A_2$, then $F$ is conjugate to a finite subgroup of $\text{GL}(2, k)$.

**Proof.** It suffices to show that $F$ has a fixed point on the affine plane $\mathbb{A}^2_k$. Indeed, let $\rho$ be an affine transformation defined by

$$
\rho \begin{pmatrix} x \\ y \\ 1 \end{pmatrix} = \begin{pmatrix} 1 & 0 & s \\ 0 & 1 & t \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}.
$$

The theorem holds for an arbitrary characteristic $p$ if $(n, p) = 1$. Indeed, Lemmas 3.5.1 and 3.5.2 hold true with this condition, while Lemmas 3.5.3 and 3.5.4 hold true without any restriction.
Then $\rho^{-1}F\rho \subset GL(2, k)$ if and only if the point $(x = s, y = t)$ on $A^2_k$ is fixed under $F$. Each $\sigma \in A_2$ has a matrix representation:

$$\sigma \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} \alpha(\sigma) & \beta(\sigma) & a(\sigma) \\ \gamma(\sigma) & \delta(\sigma) & b(\sigma) \\ 0 & 0 & 1 \end{pmatrix} \begin{pmatrix} x \\ y \\ 1 \end{pmatrix}.$$ 

Let $\ell(\sigma) = (a(\sigma), b(\sigma))$ and let $M(\sigma)$ be an invertible matrix such that

$$M(\sigma) = \begin{pmatrix} \alpha(\sigma) & \beta(\sigma) \\ \gamma(\sigma) & \delta(\sigma) \end{pmatrix}.$$ 

For $\sigma, \tau \in A_2$, we have $\ell(\sigma \cdot \tau) = \ell(\sigma) + M(\sigma)\ell(\tau)$ and $M(\sigma \cdot \tau) = M(\sigma) \cdot M(\tau)$. Then $\ell_0 = \ell(s_0, t_0)$ is a fixed point of $F$ if and only if $\ell(\sigma) = \ell_0 - M(\sigma)\ell_0$ for every $\sigma$ of $F$. Set $\ell_0 := \left(\sum_{\tau \in F} \ell(\tau)\right)/n$. Since

$$\frac{1}{n} \sum_{\tau \in F} \ell(\sigma \cdot \tau) = \ell(\sigma) + M(\sigma)\left(\frac{1}{n} \sum_{\tau \in F} \ell(\tau)\right),$$

we have then $\ell(\sigma) = \ell_0 - M(\sigma)\ell_0$. Hence $\ell_0$ gives rise to a point $Q$ of $A^2_k$ fixed under $F$. \qed

### 3.5.2 Lemma

With the notations and assumptions as above, if $F \subset J_2$, then $F$ is conjugate to a finite subgroup of $GL(2, k)$.

**Proof.** Each element $\sigma \in J_2$ acts on $A^2_k$ in the following way:

$$\sigma(x) = \alpha(\sigma)x + f_\sigma(y) \quad \text{and} \quad \sigma(y) = \beta(\sigma)y + \gamma(\sigma),$$

where $f_\sigma(y) \in k[y]; \alpha(\sigma), \beta(\sigma), \gamma(\sigma) \in k; \alpha(\sigma) \cdot \beta(\sigma) \neq 0$. For $\sigma, \tau \in J_2$, we have:

$$\alpha(\sigma \cdot \tau) = \alpha(\sigma) \cdot \alpha(\tau), \beta(\sigma \cdot \tau) = \beta(\sigma) \cdot \beta(\tau), \gamma(\sigma \cdot \tau) = \gamma(\tau) + \beta(\tau)\gamma(\sigma)$$

and $f_{\sigma \cdot \tau}(y) = f_\sigma(\beta(\sigma)y + \gamma(\sigma)) + \alpha(\tau)f_\sigma(y)$.
Let \( f^0 \) be the subgroup of \( J_2 \) such that \( \gamma(\sigma) = 0 \). Let \( \epsilon = \left\{ \sum_{\tau \in F} \gamma(\tau) \right\} \), then \( \gamma(\sigma) = \epsilon - \beta(\sigma) \epsilon \) for every \( \sigma \) of \( F \). Replacing \( y \) by \( y - \epsilon \), we may assume that \( F \) is contained in \( J^0 \). We shall now look for a polynomial \( g(y) \in k[y] \) such that \( \sigma(x + g(y)) = \alpha(\sigma)(x + g(y)) \) for every \( \sigma \in F \). If such a polynomial exists, we have \( \rho^{-1}(\sigma) = \beta(\sigma) \rho \) for every \( \sigma \in F \), setting \( \rho(x) = x + g(y) \) and \( \rho(y) = y \). Namely, \( F \subset GL(2, k) \). Now \( g(y) \) satisfies \( \sigma(x + g(y)) = \alpha(\sigma)(x + g(y)) \) for every \( \sigma \in F \) if and only if \( f_{\sigma}(y) = \alpha(\sigma)g(y) - g(\beta(\sigma)y) \) for every \( \sigma \in F \). Write \( f_{\sigma}(y) \) in the form:

\[
f_{\sigma}(y) = \frac{\alpha(\sigma)}{a(\sigma - \tau)} f_{\sigma,\tau}(y) - \frac{1}{a(\tau)} f_\tau(\beta(\sigma)y).
\]

Then \( n f_{\sigma}(y) = \alpha(\sigma) \sum_{\tau \in F} \frac{f_{\sigma,\tau}(y)}{a(\sigma - \tau)} - \sum_{\tau \in F} \frac{f_\tau(\beta(\sigma)y)}{a(\tau)} \). Set \( g(y) := \frac{1}{n} \sum_{\tau \in F} f_\tau(y) \).

3.5.3

**Lemma.** Let \( F \) be a finite subgroup of \( \text{Aut}_k k[x, y] \). Let \( \sigma \) be an element of \( F \). Then there exists an element \( \rho \in \text{Aut}_k k[x, y] \) such that \( \rho^{-1}(\sigma) \rho \) is contained in either \( A_2 \) or \( J_2 \) and \( \rho^{-1}(F \cap (A_2 \cup J_2)) \rho \subset \rho^{-1}F \rho \cap (A_2 \cup J_2) \), where \( A_2 \cup J_2 \) is the set-theoretic union of \( A_2 \) and \( J_2 \) in \( \text{Aut}_k k[x, y] \).

**Proof.** Our proof consists of three steps.

(i) By virtue of Lemma 3.3.2 we may write \( \sigma \) in one of the following ways:

\[
\begin{align*}
\text{(i)}, & \quad \sigma = \sigma_1 \tau_1 \ldots \tau_{r-1} \sigma_r \tau_r, \quad \text{where } \sigma_i \in A_2 - A_2 \cap J_2, \quad 1 \leq i \leq r, \\
& \quad \tau_i \in J_2 - A_2 \cap J_2, \quad 1 \leq i \leq r - 1, \quad \text{and } \tau_r \in J_2;
\end{align*}
\]

\[
\begin{align*}
\text{(ii)}, & \quad \sigma = \tau_1' \sigma_1' \ldots \sigma_{r-1} \tau_r' \sigma_r', \quad \text{where } \tau_i' \in J_2 - A_2 \cap J_2, \quad 1 \leq i \leq r, \\
& \quad \sigma_i' \in A_2 - A_2 \cap J_2, \quad 1 \leq i \leq r - 1, \quad \text{and } \sigma_r' \in A_2.
\end{align*}
\]

We shall prove the following assertions for every \( r \geq 1 \):
(1), if \( \sigma \) is written in the way (i), then there exists an element \( \rho \) of \( \text{Aut}_k k[x, y] \) such that \( \rho^{-1} \sigma \rho \) is written in the way (ii), and \( \rho^{-1} (F \cap (A_2 \cup J_2)) \rho \subset \rho^{-1} F \rho \cap (A_2 \cup J_2) \);

(2), if \( \sigma \) is written in the way (ii), then there exists an element \( \rho \) of \( \text{Aut}_k k[x, y] \) such that \( \rho^{-1} \sigma \rho \) is written in the way (i), and \( \rho^{-1} (F \cap (A_2 \cup J_2)) \rho \subset \rho^{-1} F \rho \cap (A_2 \cup J_2) \); where (1), and (2), are understood, respectively as:

\[
(1)_1 \sigma \in A_2; \quad (2)_1 \sigma \in J_2.
\]

It is apparent that the assertion in Lemma follows from the above assertions.

(II) Proof of the assertion (1). Since \( \sigma^n = 1 \) for some integer \( n > 0 \), we have:

\[
\sigma^n = (\sigma_1 \tau_1 \ldots \sigma_r \tau_r) \ldots (\sigma_1 \tau_1 \ldots \sigma_r \tau_r) = 1.
\]

Since \( \tau_1 \ldots \tau_r \tau_r \ldots (\sigma_1 \tau_1 \ldots \sigma_r \tau_r) = \sigma_1^{-1} \in A_2 \), Lemma 3.3.2 implies that \( \tau_r \in A_2 \cap J_2 \); indeed, if \( \tau_r \notin A_2 \) we would have a contradiction. If \( r = 1 \) then \( \sigma = \sigma_1 \tau_1 \in A_2 \), i.e., (1)_1 holds. If \( r > 1 \), we know again by Lemma 3.3.2 that \( \sigma_r \tau_r \sigma_1 \in A_2 \cap J_2 \) because

\[
(\tau_1 \ldots \tau_r \tau_r)(\sigma_1 \tau_1 \ldots \sigma_r \tau_r) = (\sigma_1 \tau_1 \ldots \sigma_r \tau_r)(\tau_1 \ldots \tau_r \tau_r)
\]

\[
= (\sigma_1 \tau_1 \ldots \sigma_r \tau_r)^{-1} \in A_2.
\]

Let \( h = \sigma_r \tau_r \sigma_1 \). Then \( \sigma_r \tau_r \sigma_1 = h \sigma_1^{-1} \), and \( \sigma_1^{-1} \sigma_r \sigma_1 = \tau_1 \sigma_2 \ldots \tau_{r-1} \tau_{r-1} h \). Thus \( \sigma_1^{-1} \sigma_r \sigma_1 \) has an expression as in (ii). We shall show that \( \sigma_1^{-1} (F \cap (A_2 \cup J_2)) \sigma_1 \subset \sigma_1^{-1} F \sigma_1 \cap (A_2 \cup J_2) \). Let \( \sigma_0 \) be an element of \( F \cap (A_2 \cup J_2) \). Since \( \sigma \cdot \sigma_0 \in F \) and \( (\sigma \cdot \sigma_0)^m = 1 \) for some integer \( m > 0 \), we have:

\[
(\sigma \cdot \sigma_0)^m = (\sigma_1 \tau_1 \ldots \sigma_r \tau_r \sigma_0) \ldots (\sigma_1 \tau_1 \ldots \sigma_r \tau_r \sigma_0) = 1.
\]

\[
m-times
\]
Since \((\tau_1\sigma_2\ldots\sigma_r\tau_0)(\sigma_1\tau_1\ldots\sigma_r\tau_0)\ldots(\sigma_1\tau_1\ldots\sigma_r\tau_0) = \sigma_1^{-1}\in A_2\) and since \(\sigma_r\tau_r\in A_2 - A_2\cap J_2\), Lemma 3.5.2 implies that \(\sigma_0\notin J_2 - A_2\cap J_2\), i.e., \(\sigma_0\in A_2\). Since this is true for every element \(\sigma_0\) of \(F\cap(A_2\cup J_2)\) we know that \(F\cap(A_2\cup J_2) = F\cap A_2\). Then \(\sigma_1^{-1}(F\cap A_2)\sigma_1 \subset \sigma_1^{-1}F\sigma_1 \cap (A_2\cup J_2)\) because \(\sigma_1\in A_2\). Thus we have only to take \(\sigma_1\) as \(\rho\).

(III) Proof of the assertion (2). A proof will be only sketchy because it is similar to the proof of (1). Since \(\sigma^n = 1\) for some integer \(n > 0\) we conclude by Lemma 3.3.2 that \(\sigma' \in A_2 \cap J_2\). If \(r = 1\) then \(\sigma' = \tau_1^0\sigma_1^0 \in J_2\), i.e., (2) holds. If \(r > 1\), Lemma 3.3.2 again implies that \(\tau_1^0\sigma_1^0 \in A_2 \cap J_2\). Let \(h' = \tau_1^0\sigma_1^0\). Then \(\tau_1^0\sigma_1 = h'\tau_1^0\). Since \(\tau_1^0\sigma_1^0\) has an expression as in \((\cdot)\). We shall show that \(\tau_1^0(F\cap(A_2\cup J_2))\) is contained in \(\tau_1^{-1}F\sigma_1^{-1}(A_2\cap J_2)\). Let \(\sigma_0\) be an arbitrary element of \(F\cap(A_2\cup J_2)\). Since \(\sigma_0\in F\cap(A_2\cup J_2)\), \(\sigma_0\) is contained in either \(A_2\) or \(J_2\). Hence \(\tau_1^{-1}(F\cap(A_2\cup J_2))\) is contained in \(\tau_1^{-1}F\sigma_1^{-1}(A_2\cup J_2)\) because \(\tau_1^{-1}\in J_2\). Thus we have only to take \(\tau_1^{-1}\) as \(\rho\).

\[\square\]

3.5.4

Lemma. Let \(F\) be a finite subgroup of \(\text{Aut}_k k[x, y]\). Then there exists an element \(\rho\) in \(\text{Aut}_k k[x, y]\) such that \(\rho^{-1}F\rho\) is contained in either \(A_2\) or \(J_2\).

Proof. Lemma 3.3.2 tells us the following: If \(F\) has an element \(\sigma\) not in \(A_2\) and \(J_2\) then there exists an element \(\rho\) of \(\text{Aut}_k k[x, y]\) such that \(|\rho^{-1}F\rho \cap (A_2\cup J_2)| > |F\cap(A_2\cup J_2)|\). Hence, by substituting a suitable conjugate of \(F\) for \(F\), we may assume that \(F\subset A_2\cup J_2\). If \(F\) is not contained in \(A_2\) or \(J_2\), then there exist two elements \(\alpha\) and \(\beta\) in \(F\) such that \(\alpha\in A_2 - A_2\cap J_2\) and \(\beta\in J_2 - (A_2\cap J_2)\). Then Lemma 3.3.2 implies that \(\alpha\cdot\beta\) is not of finite order. This contradicts the fact that \(\alpha\cdot\beta\in F\). Hence either \(F\subset A_2\) or \(F\subset J_2\). \(\square\)
3.5.5

**Lemma.** Combined with Lemmas 3.5.1 and 3.5.2 completes a proof of Theorem 3.5.

3.6

In the present and the next paragraphs we shall apply Theorem 3.5 in order to obtain two partial answers of the following:

**CONJECTURE.** Let $k$ be an algebraically closed field, and let $A$ be a regular $k$-subalgebra of a polynomial ring $k[x,y]$ such that $k[x,y]$ is a flat $A$-module of finite type. Then $A$ is a polynomial ring over $k$.

The first result is stated as follows:

**Proposition.** Let $k$ be an algebraically closed field of characteristic zero. Let $X$ be a nonsingular affine surface and let $f : A^2_k \rightarrow X$ be an étale finite surjective morphism. Then $f$ is an isomorphism.

This result will be proved in the subparagraphs 3.6.1 ~ 3.6.4.

3.6.1

**Definition.** Let $X$ and $Z$ be nonsingular varieties defined over $k$ and let $h : Z \rightarrow X$ be an étale finite morphism. A pair $(Z,h)$ is called a Galois covering of $X$ with group $F$ if there exist a finite group $F$ acting freely on $Z$ and a $k$-isomorphism $\varphi : Z/F \rightarrow X$ between the quotient variety $Z/F$ and $X$ such that $h = \varphi q$, where $q : Z \rightarrow Z/F$ is the canonical quotient morphism.

3.6.2

**Lemma.** Let $f : X \rightarrow Y$ be an étale finite morphism of a nonsingular variety $X$ onto a nonsingular variety $Y$. Then there exist an étale finite morphism $h : Z \rightarrow X$ of a nonsingular variety $Z$ onto $X$, a finite group $G$ and a subgroup $H$ of $G$ such that:

1. $g : f \cdot h : Z \rightarrow Y$ is a Galois covering with group $G$;
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(2) \( h : Z \rightarrow X \) is a Galois covering with group \( H \).

**Proof.** Let \( n := [k(X) : k(y)] \) and let \( \tilde{S} := X \times X \times \cdots \times X \) be the \( n \)-th iterated fiber product of \( X \) over \( Y \). Let \( F \) be the closed subset of \( \tilde{S} \) consisting of all \( n \)-tuples \( (x_1, \ldots, x_n) \) in which two or more of \( x_i \)'s coincide with each other. Let \( Z := \tilde{S} - F \), and let \( S_n \) be the symmetric group on \( n \) letters. Then \( S_n \) acts freely on \( Z \). Let \( h : Z \rightarrow X \) be the projection onto the first factor, and let \( S_n - 1 \) be the symmetric group on \( n - 1 \) letters, which we let act on \( Z \) in such a way that

\[
\sigma(x_1, \ldots, x_n) = (x_1, \sigma(x_2, \ldots, x_n)) \quad \text{for} \quad \sigma \in S_n - 1.
\]

Then \( S_n - 1 \subset S_n \). Since \( h^{-1}(x) \) consists of \( (n - 1)! \) points for every \( x \in X \), \( h \) is an étale finite morphism. Thus \( q := f \cdot h : Z \rightarrow Y \) is also an étale finite morphism. It is obvious that \( Y \cong Z/S_n \) with the quotient morphism \( q : Z \rightarrow Y \) and \( X \cong Z/S_{n-1} \) with the quotient morphism \( h : Z \rightarrow X \). We have now only to set \( G := S_n \) and \( H := S_{n-1} \).

3.6.3

**Lemma.** With the notations of 3.6.2, if \( X \) is simply connected, i.e., \( X \) has no nontrivial étale finite coverings, then \( f : X \rightarrow Y \) is a Galois covering.

**Proof.** Since \( X \) is simply connected, \( h : Z \rightarrow X \) splits. Namely there exists a regular cross-section \( s : X \rightarrow Z \) such that the morphism \( H \times X \rightarrow Z \) defined by \( (h, x) \mapsto hs(x) \) is an isomorphism. Therefore the number of connected components of \( Z \), which are all isomorphic to \( X \), is the order \( |H| \) of \( H \). Let \( X_0 := s(X) \) and let \( F \) be the subgroup of \( G \) consisting of all elements \( g \) of \( G \) such that \( g(X_0) = X_0 \). If \( X_1 \) is a connected component of \( Z \) distinct from \( X_0 \) and if \( g \) is an element of \( G \) such that \( g(X_0) = X_1 \), then \( gF \) is the set of all elements of \( G \) which send \( X_0 \) to \( X_1 \). Hence \( Z \cong X \times G/F \), and \( |G/F| = |H| \). Therefore the morphism \( q|_{X_0} : X_0 \rightarrow Y \) has degree \( |G|/|H| = |F| \). Since \( F \) acts freely on \( X_0 \), we know that a pair \( (X_0, q|_{X_0}) \) is a Galois covering of \( Y \) with group \( F \). Finally, since \( X \cong X_0 \), \( f : X \rightarrow Y \) is a Galois covering with group \( F \).
3.6.4

**Proof of Proposition 3.6.** Since $\mathbb{A}^2_k$ is simply connected (if the characteristic of $k$ is zero), we know by applying Lemma 3.6.3 that $f : \mathbb{A}^2_k \to X$ is a Galois covering with group $F$. But since every finite subgroup of $\text{Aut}_k k[x,y]$ has a fixed point on $\mathbb{A}^2_k$ by virtue of Theorem 3.5, we know that $F$ cannot act freely on $\mathbb{A}^2_k$. Therefore, $F \cong (1)$, and $f$ is an isomorphism. This completes a proof of Proposition 3.6.

3.7

Another application of Theorem 3.5 is the following proposition which is a slight improvement of Serre’s result (cf. Lemma 3.7.1 below):

**Proposition.** Let $k$ be a field of characteristic zero, and let $F$ be a finite subgroup of $\text{Aut}_k k[x,y]$. Then the following conditions are equivalent to each other:

1. $k[x,y]^F$ is a regular ring;
2. $k[x,y]^F$ is a polynomial ring over $k$;

where $k[x,y]^F$ is the invariant subring of $k[x,y]$ with respect to $F$.

A proof of proposition will be given in the subparagraphs 3.7.1 ~ 3.7.3.

3.7.1

**Lemma (Serre [53; Th.1]).** Let $F$ be a finite subgroup of $\text{GL}(n,k)$ and let $k[x_1, \ldots, x_n]^F$ be the invariant subring of $k[x_1, \ldots, x_n]$ for $F$. Then the following are equivalent:

1. $k[x_1, \ldots, x_n]^F$ is a polynomial ring over $k$;
2. $F$ is generated by pseudo-reflections.

(An element $f$ of $\text{GL}(n,k)$ is called a pseudo-reflection if rank $(I-f) \leq 1$.)

5The present and the next lemmas hold for a field $k$ of arbitrary characteristic $p$, if we assume that $([F], p) = 1$. 
3.7.2

**Lemma (Serre [53; Th.1']).** Let $S$ be a regular local ring with maximal ideal $m_S$ and let $F$ be a finite subgroup of $\text{Aut}(S)$. Let $S^F$ be the invariant local subring of $S$ for $F$. Suppose that:

1. $S^F$ is a noetherian ring;
2. $S$ is of finite type over $S^F$;
3. $S/m_S = S^F/m_S \cap S^F = k$;
4. the action of $F$ on $S/m_S$ is trivial.

Let $\epsilon : F \to \text{Aut}_k(m_S/m_S^2)$ be the canonical homomorphism from $F$ to $\text{Aut}_k(m_S/m_S^2)$. Then the following are equivalent:

1. $S^F$ is a regular local ring;
2. $\epsilon(F)$ is generated by pseudo-reflections.

3.7.3

**Proof of Proposition 3.7.** $(2) \Rightarrow (1)$ is clear. We shall show $(1) \Rightarrow (2)$. By virtue of Theorem 3.5 there exists an element $\rho$ of $\text{Aut}_k(k[x,y])$ such that $\rho^{-1}F\rho$ is a finite subgroup of $\text{GL}(2,k)$. Then $k[x,y]^F = \rho(k[x,y]^{\rho^{-1}F\rho})$ and $k[x,y]^{\rho^{-1}F\rho}$ is a regular ring. Hence we may assume that $F$ is a finite subgroup of $\text{GL}(2,k)$. Let $(x,y)$ be the maximal ideal of $k[x,y]$ generated by $x$ and $y$. Let $S$ be the localization of $k[x,y]$ with respect to the ideal $(x,y)$ and let $m_S$ be the maximal ideal of $S$. We can view $F$ as a finite subgroup of $\text{Aut}(S)$ in a natural way, and it is easy to see that $S^F = S \cap Q(k[x,y]^F)$, where $Q(k[x,y]^F)$ is the quotient field of $k[x,y]^F$. Since $k[x,y]$ is a $k[x,y]^F$-module of finite type and $F$ fixes the ideal $(x,y)$, we know that $S$ is a finitely generated $S^F$-module. Thus $S$ and $S^F$ satisfy the condition (2) and also the other conditions of Lemma 3.7.2. By virtue of Lemma 3.7.2, $\epsilon(F)$ is generated by pseudo-reflections in $\text{Aut}_k(m_S/m_S^2)$. Now it is easily seen that the action of $\epsilon(F)$ on the $k$-vector space $m_S/m_S^2$ coincides with that of $F$ on the vector space $kx + ky$. Therefore $F$ is generated by pseudo-reflections. By virtue of Lemma 3.7.1, we know that $k[x,y]^F$ is a polynomial ring over $k$. 
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4 Finiteness theorem

4.1

Throughout this section the ground field \( k \) is assumed to be algebraically closed field of characteristic zero. Let \( C_0 \) be a nonsingular irreducible affine curve of genus \( q > 0 \) with only one place at infinity. By an embedding of \( C_0 \) into the affine plane \( \mathbb{A}^2_k \) we mean a biregular mapping \( \epsilon : C_0 \to \mathbb{A}^2_k \). Fix an open immersion of \( \mathbb{A}^2_k \) into the projective plane \( \mathbb{P}^2_k \) as a complement of a line \( \ell_0 \). Let \( C(\epsilon) \) be the closure of \( \epsilon(C_0) \) in \( \mathbb{P}^2_k \). Let \( P_0(\epsilon) := C(\epsilon) \cap \ell_0 \), let \( d_0(\epsilon) := (C(\epsilon) \cdot \ell_0) \) and let \( d_1(\epsilon) \) be the multiplicity of \( C(\epsilon) \) at \( P_0(\epsilon) \). Then \( d_0(\epsilon) > d_1(\epsilon) \); indeed, if otherwise, we have \( d_0(\epsilon) = 1 \) and hence \( g = 0 \). By abuse of (and for the sake of simplicity of) the notations, we denote \( \epsilon(C_0), C, P_0, d_0, d_1 \) and \( \ell_0 \) if an embedding \( \epsilon : C \to \mathbb{A}^2_k \) is given and if there is no fear of confusion. Find integers \( d_2, \ldots, d_\alpha \) and \( q_1, \ldots, q_\alpha \) as in 1.3 by the Euclidean algorithm with respect to \( d_0 \) and \( d_1 \). It should be noted that integers \( \alpha, d_1, \ldots, d_\alpha \) and \( q_1, \ldots, q_\alpha \) may change depending on choice of embeddings \( \epsilon : C \to \mathbb{A}^2_k \). We shall first show the following:

Lemma. Given an embedding \( \epsilon : C_0 \to \mathbb{A}^2_k \) there exists a birational automorphism \( \rho \) of \( \mathbb{P}^2_k \), which induces a biregular automorphism \( \rho_0 \) of \( \mathbb{A}^2_k \), such that, with respect to an embedding \( \rho_0 \cdot \epsilon : C_0 \to \mathbb{A}^2_k \), one of the following conditions holds:

(i) \( \alpha \geq 3 \);  
(ii) \( \alpha = 2 \) and \( q_1 \geq 2 \);  
(iii) \( \alpha = 1 \) and \( q_1 \geq 3 \).

Proof. We have only to show that if either \( \alpha = 2 \) and \( q_1 = 1 \) or \( \alpha = 1 \) and \( q_1 = 2 \) with respect to a given embedding \( \epsilon \) there exists a birational automorphism \( \rho \) of \( \mathbb{P}^2_k \), which induces a biregular automorphism \( \rho_0 \) of \( \mathbb{A}^2_k \), such that, with respect to an embedding \( \rho_0 \cdot \epsilon : C_0 \to \mathbb{A}^2_k \), one of the conditions (i) \sim (iii) holds.

(I) Case : \( \alpha = 2 \) and \( q_1 = 1 \). We have then \( d_0 = (q_2 + 1)d_2 \) and \( d_1 = q_2d_2 \) with \( q_2 \geq 2 \). Let \( \sigma : V_0 \to \mathbb{P}^2_k \) be the Euclidean transformation of \( \mathbb{P}^2_k \) associated with an admissible datum
\{P^2_k, A^2_k, C, \ell_0, \phi, d_0, d_1, 1\} and \((A^2_k, e(C_0))\) (cf. \[13.1\] for definition and notations). Then \(\sigma^{-1}(\ell_0 \cup C)\) has the following configuration:
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where \((\overline{C} \cdot L_N) = d_2 - e\) and \((\overline{C} \cdot E_1) = e\). Let \(\varphi : W \to \mathbb{P}^2_k\) be the contraction of curves \(L_0, L_2, \ldots, L_{N-1}, L_N, E_1, E_2, \ldots, E_{q_2-1}\) and \(L_1\) in this order, let \(l'_0 := \varphi(E_{q_2})\) and let \(C' := \varphi(\overline{C})\). Then a birational automorphism \(\varphi \cdot (\sigma \tau)^{-1}\) is biregular on \(\mathbb{A}^2_k\); indeed, \(\varphi \cdot (\sigma \tau)^{-1}|_{\mathbb{A}^2_k}\) is a de Jonquières transformation \(\varphi_0\) of \(\mathbb{A}^2_k\) of degree \(N\) (cf. 3.4.1). By a straightforward computation we can easily verify that:

1. \(C' - (C' \cap l'_0) \cong C_0;\)
2. \((C' \cdot l'_0) = (q_2 + 1)d_2 - e = d_0 - e;\)
3. \(\text{mult}_{\varphi'} C' = q_2d_2 - e = d_1 - e,\) where \(P'_0 := C' \cap l'_0.\)

Let \(\epsilon' : \varphi_0 \cdot \epsilon : C_0 \to \mathbb{A}^2_k\). Then \(\epsilon'\) is an embedding of \(C_0\) into \(\mathbb{A}^2_k\) with \((C' \cdot l'_0) = d_0 - e < d_0\) and \(\text{mult}_{\varphi'} C' = d_1 - e < d_1.\)

By induction on \(d_0\), we can show that there exists a birational automorphism \(\rho\) of \(\mathbb{P}^2_k\), which induces a biregular automorphism \(\rho_0\) of \(\mathbb{A}^2_k\), such that, with respect to an embedding \(\rho_0 \cdot \epsilon : C_0 \to \mathbb{A}^2_k\), either one of the conditions (i) ~ (iii) holds or \(\alpha = 1\) and \(q_1 = 2\).

In the latter case \(d_0\) becomes smaller than the original one.

(II) Case: \(\alpha = 1\) and \(q_1 = 2\). Let \(\sigma : V_0 \to \mathbb{P}^2_k\) be the Euclidean transformation of \(\mathbb{P}^2_k\) associated with an admissible datum \(\{V_0, \mathbb{A}^2_k, C,\)

\begin{diagram}
\draw (-1,0) -- (-2,2) -- (0,2) -- (2,0) -- (1,-2) -- (0,-2) -- (-1,0);
\node at (0,0) {\(C\)};
\node at (1,-2) {\(E_1\)};
\node at (0.5,-1) {\(L_{N-1}\)};
\node at (0.5,1) {\(L_N\)};
\node at (-0.5,0) {\(L_1\)};
\node at (-1.5,0) {\(L_0\)};
\node at (-1.5,-2) {\(L_2\)};
\node at (-1.5,-4) {\(L_3\)};
\end{diagram}
\( \ell_0, \phi, d_0, d_1, 1 \). Since \( d_0 = 2d_1 \) we have the following configuration of \( \sigma^{-1}(\ell_0 \cup C) \):

![Diagram]

Then by the same argument as in step (II) we can show the existence of a birational automorphism \( \rho \) of \( \mathbb{P}^2_k \), which induces a biregular automorphism \( \rho_0 \) of \( \mathbb{A}^2_k \), such that, with respect to an embedding \( \rho_0 \cdot \epsilon : C_0 \to \mathbb{A}^2_k \), either one of the conditions (i) \( \sim \) (iii) holds or \( \alpha = 2 \) and \( q_1 = 1 \) with \( d_0 \) smaller than the original one.

(III) By steps (I) and (II) we can show the existence of a birational automorphism \( \rho \) as claimed in Lemma.

\( \square \)

4.2

With the notations and assumptions of 4.1 choose an embedding \( \epsilon : C_0 \to \mathbb{A}^2_k \) for which one of the conditions (i) \( \sim \) (iii) of Lemma 4.1 holds. Let \( \sigma : V_0 \to \mathbb{P}^2_k \) be the Euclidean transformation of \( \mathbb{P}^2_k \) associated with an admissible datum \( \mathcal{D} := (\mathbb{P}^2_k, \mathbb{A}^2_k, C, \ell_0, \phi, d_0, d_1, 1) \) for \( (\mathbb{A}^2_k, \epsilon(C_0)) \). Then, looking at the weighted graph of \( \sigma^{-1}(\ell_0) \) (cf. Figure 1 of 1.3.4 as well as the figures given in the proof of Lemma 3.1), we know that \( \sigma^{-1}(\ell_0) \) has an exceptional curve of the first kind other than \( E(\alpha, q_1) \) if and only if \( \alpha \geq 3 \) and \( q_1 = 1 \). When \( \alpha \geq 3 \) and \( q_1 = 1 \), by virtue of 1.3.4, 1.4, and 1.5 we can readily show the following assertions:

1° The curves \( E_0 := \sigma'(\ell_0), E(2, 1), \ldots, E(2, q_2 - 1) \) can be contracted successively in this order; let \( \tau : V_0 \to V \) be the contraction of these curves.
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2° $(\tau(E(2, q_2))^2) = -(q_3 + 1) \leq -2$ if $\alpha \geq 4$ and $(\tau(E(2, q_2))^2) = -q_3 \leq -2$ if $\alpha = 3$.

3° $a_0 = a(2, 1) = \ldots = a(2, q_2) = d_0$.

4° Let $C := \tau(C(N), \ell_0 := \tau(N^N), \ell(s, t) := \tau(E(s, t))$ for $1 \leq s \leq \alpha, 1 \leq t \leq q_s$ and $(s, t) \neq (2, 1), \ldots, (2, q_2 - 1)$, $\tilde{d}_0 := d_a, \tilde{d}_1 :=$ the multiplicity of $C$ at the point $C \cap \ell_0$, $\overline{\ell} := a(a, q_\alpha)/d_\alpha$, and

$$\overline{\Gamma} := (d_0/d_\alpha)\overline{E}(2, q_2) + \sum_{s=1}^{\alpha} \sum_{i=1}^{q_s} (a(s, t)/d_\alpha)\overline{E}(s, t) - \overline{\epsilon}\ell_0.$$  

Then $\overline{D} := \{V, \mathbb{A}^2_k, \overline{C}, \overline{\ell}_0, \overline{\Gamma}, \overline{d}_0, \overline{d}_1, \overline{\epsilon}\}$ is an admissible datum for $(\mathbb{A}^2_k, \epsilon(C_0))$ such that $\text{Supp}(\overline{\Gamma})$ has no exceptional components and that the divisor $\overline{d}_0(\overline{\epsilon}\ell_0 + \overline{\Gamma})$ contains $\overline{E}(2, q_2)$ with multiplicity $d_0$.

4.3

Assume that an embedding $\epsilon : C_0 \to \mathbb{A}^2_k$ is chosen so that one of the conditions (i) ~ (iii) of Lemma 4.1 holds. Define an irreducible linear pencil $\Lambda$ as follows; if $\alpha \leq 2$ or $q_1 \geq 2$, $\Lambda$ is the linear pencil on $\mathbb{P}^2_k$ spanned by $C$ and $d_0\ell_0$; if $\alpha \geq 3$ and $q_1 = 1$, $\Lambda$ is the linear pencil on $V$ spanned by $C$ and $d_0(\overline{\epsilon}\ell_0 + \overline{\Gamma})$. Now eliminating the base points of $\Lambda$ by a succession of the Euclidean transformations and the $(e, i)$-transformations associated with suitable admissible data for $(\mathbb{A}^2_k, \epsilon(C_0))$, we obtain a nonsingular projective surface $W$ and a surjective morphism $f : W \to \mathbb{P}^1_k$ such that:

1° The fibers of $f$ are irreducible, except only one fiber $\Delta$ which corresponds to the member $d_0\ell_0$ (or $d_0(\overline{\epsilon}\ell_0 + \overline{\Gamma})$) of $\Lambda$.

2° General fibers of $f$ are nonsingular curves of genus $g$, where $g$ is the genus of the given curve $C_0$.

3° $f$ is a relatively minimal fibration, i.e., each fiber does not contain exceptional components.
4° If \( \Delta := \sum_{i=1}^{r} n_i C_i \) with irreducible components \( C_i \) and integers \( n_i > 0 \) then the greatest common divisor of \( n_1, \ldots, n_r \) is equal to 1 and at least one of \( n_i \)'s is equal to \( d_0 \).

[For the proof of the assertions 1° and 2°, see Corollary 1.10 and Lemma 1.11; for the proof of the assertion 3°, see Lemmas 1.5 and 1.7; the assertion 4° follows from the choice of \( \Lambda \) and the fact that \( f \) has a regular cross-section.]

**4.4**

According to Artin-Winters [11], we shall call any collection \( T \) of integers

\[ T := \{r, m_{ij}, k_i, n_i; i, j = 1, \ldots, r\}, \]

up to permutation of indices, a fiber type of genus \( g \) if there exist a nonsingular projective surface \( V \) defined over \( k \), a surjective morphism \( f \) of \( V \) onto a nonsingular complete curve \( B \) whose general members are nonsingular irreducible curves of genus \( g \), and a reducible fiber \( \Delta \) of \( f \) such that:

1. \( \Delta := \sum_{i=1}^{r} n_i C_i \), \( C_i \) being its irreducible component,

2. \( m_{ij} = (C_i \cdot C_j) \) and \( k_i = (C_i \cdot K_V) \) for \( i, j = 1, \ldots, r \), where \( K_V \) is a canonical divisor of \( V \).

The integers \( n_i \) are called the multiplicities of a fiber type \( T \) of genus \( g \). A fiber type \( T = \{r, m_{ij}, k_i, n_i; i, j = 1, \ldots, r\} \) of genus \( g \) is called relatively minimal if \( m_{ii} \neq -1 \) or \( k_i \neq -1 \) for \( i = 1, \ldots, r \); \( T \) is called reduced if the greatest common divisor of \( n_1, \ldots, n_r \) is equal to 1. Now we can state the following results.

**4.4.1**

**Lemma (Artin-Winters [7; Cor. 1.7]).** Assume that \( g \geq 2 \). Then there exists an integer \( N(g) \) depending only on \( g \) such that the multiplicities
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\[ n_i \leq N(g) \] for every relatively minimal fiber type \( T = \{ r, m_{ij}, k_i, n_i ; i, j = 1, \ldots, r \} \) of genus \( g \).

4.4.2

Lemma (Kodaira [29; p. 123], Šafarevič [51; p.171]). Assume that \( g = 1 \). Then the multiplicities \( n_i \leq 6 \) for every reduced relatively minimal fiber type \( T = \{ r, m_{ij}, k_i, n_i ; i, j = 1, \ldots, r \} \) of genus 1.

4.5

As a consequence of the observations made in the paragraphs 4.3 and 4.4, we have:

**Theorem.** Let the notations and assumptions be as in 4.1. Assume that \( g > 0 \). Then there are finitely many embeddings \( \epsilon : C_0 \to \mathbb{A}^2_k \) such that:

- The curve \( C := \text{the closure of } \epsilon(C_0) \text{ in } \mathbb{P}^2_k \) is smoothable by the Euclidean transformation of \( \mathbb{P}^2_k \) associated with an admissible datum \((\mathbb{P}^2_k, \mathbb{A}^2_k, C, \ell_0, \phi, d_0, d_1, 1)\) for \((\mathbb{A}^2_k, \epsilon(C_0))\).
- One of the following conditions holds:

4.6

In the remaining paragraphs of this section we shall prove the following:

**Theorem.** Let the notations and assumptions be as in 4.1. Assume that \( q > 0 \). Then there are finitely many embeddings \( \epsilon : C_0 \to \mathbb{A}^2_k \), up to biregular automorphisms of \( \mathbb{A}^2_k \), such that:

1. The curve \( C := \text{the closure of } \epsilon(C_0) \text{ in } \mathbb{P}^2_k \) is smoothable by the Euclidean transformation of \( \mathbb{P}^2_k \) associated with an admissible datum \((\mathbb{P}^2_k, \mathbb{A}^2_k, C, \ell_0, \phi, d_0, d_1, 1)\) for \((\mathbb{A}^2_k, \epsilon(C_0))\).

2. One of the following conditions holds:
(i) \( \alpha = 2 \) and \( q_1 \geq 2 \);
(ii) \( \alpha = 1 \) and \( q_1 \geq 3 \).

More precisely, if two embeddings \( \varepsilon, \varepsilon' : C_0 \to \mathbb{A}^2_k \) satisfying the conditions (1) and (2) above have the same value of \( d_0 \) then there exists an affine automorphism \( \rho_0 \) of \( \mathbb{A}^2_k \) such that \( \varepsilon' = \rho_0 \cdot \varepsilon \). We shall note that this result is a special case of Finiteness Theorem due to Abhyankar-Singh [3]; we also note that the condition (1) above is fulfilled if G.C.D. \( (d_0, d_1) \) = 1.

4.7

Let \( \varepsilon : C_0 \to \mathbb{A}^2_k \) be an embedding of \( C_0 \) into \( \mathbb{A}^2_k \) for which the condition (2) above holds. Let \( \sigma : V_0 \to \mathbb{P}^2_k \) be the Euclidean transformation of \( \mathbb{P}^2_k \) associated with the admissible datum \( \{ \mathbb{P}^2_k, \mathbb{A}^2_k, C, \ell_0, \phi, d_0, d_1, 1 \} \) for \( (\mathbb{A}^2_k, \varepsilon(C_0)) \), let \( C' := \sigma'(C) \) and let \( \ell \) be a line on \( \mathbb{P}^2_k \) different from the line \( \ell_0 := \mathbb{P}^2_k - \mathbb{A}^2_k \). Then we have:

**Lemma.** With the notations as above and as in [3.4] we have:

\[
C' - \sigma^* (\ell) \sim (d_0 - d_1 - 1) \sigma^* (\ell) + \Delta,
\]

where

\[
\Delta := \begin{cases} 
  d_1 E_0 & \text{if } \alpha = 1, \\
  d_1 E_0 + \sum_{i=1}^{r'} \sum_{j=1}^{q_{2i}} (d_{2i-1} - td_{2i}) E(2i, t) & \text{if } \alpha = 2r \text{ and } r \geq 1, \\
  d_1 E_0 + \sum_{i=1}^{r'} \sum_{j=1}^{q_{2i}} (d_{2i-1} - td_{2i}) E(2i, t) & \text{if } \alpha = r + 1 \text{ and } r \geq 1.
\end{cases}
\]

**Proof.** By virtue of Lemma 1.5 and its proof, we have:

\[
C' \sim d_0 E_0 + \sum_{s=1}^{a} \sum_{t=1}^{q_s} a(s, t) E(s, t)
\]

\[
\sigma^* (\ell) \sim \sigma^* (\ell_0) = E_0 + \sum_{s=1}^{a} \sum_{t=1}^{q_{2s}} c(s, t) E(s, t).
\]
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where the integers $a(s, t)$ and $c(s, t)$ are defined in §1.4. Hence we have:

\[ C' - (d_0 - d_1)\sigma^*(\ell) \sim \sigma_1E_0 + \sum_{s=1}^{\alpha} \sum_{t=1}^{q_s} b(s, t)E(s, t), \]

where $b(s, t) := a(s, t) - (d_0 - d_1)c(s, t)$ is defined as follows:

\[
\begin{align*}
    b(1, t) &= (d_0 - d_1)t - (d_0 - d_1)t = 0 & \text{for } 1 \leq t \leq q_1 \\
    b(2, t) &= d_1 + t(b(1, q_1) - d_2) = d_1 - td_2 & \text{for } 1 \leq t \leq q_2, \\
    \cdots \cdots \cdots \\
    b(s, t) &= b(s - 2, q_{s-2}) + t(b(s - 1, q_{s-1}) - d_s) & \text{for } 1 \leq t \leq q_s \\
    & \quad \text{and } 2 \leq s \leq \alpha.
\end{align*}
\]

Thence we have: $b(2i, t) = d_{2i-1} - td_{2i}$ for $1 \leq i \leq r$ and $1 \leq t \leq q_{2i}$, and $b(2i + 1, t) = 0$ for $0 \leq i \leq r(2i + 1 \leq \alpha)$ and $1 \leq t \leq q_{2i+1}$, where $r = \left\lfloor \frac{\alpha}{2} \right\rfloor$. Thus we obtain our assertion. \qed

4.8

According to Ramanujam [46], an effective divisor $D$ on a nonsingular projective surface $V_0$ defined over $k$ is called numerically connected if for every decomposition $D = D_1 + D_2$ with $D_i > 0 (i = 1, 2)$ we have $(D_1 \cdot D_2) > 0$. We shall show:

**Lemma.** The divisor $(d_0 - d_1 - 1)\sigma^*(\ell) + \Delta$ is numerically connected provided $q_1 \geq 2$.

A proof of the lemma will be given in the subparagraphs 4.8.1 ~ 4.8.3

4.8.1

**Lemma.** Let $D$ be an effective divisor on a nonsingular projective surface $V$ defined over $k$. Write $D := \sum_{i=1}^{r} m_iD_i$ with irreducible components $D_i$ and integers $m_i > 0$. Assume that $(D^2_i) = -\alpha_i$ for $1 \leq i \leq r$ and
Lemma. With the notations as in 4.7, let $D = \sum_{i=1}^{r} x_i D_i$ with $0 \leq x_i \leq m_i (1 \leq i \leq r)$, and let $D_2 := D - D_1$. Then we have:

$$(D_1 \cdot D_2) = (\alpha_1 - 1) x_1^2 + \sum_{i=2}^{r-1} (\alpha_i - 2) x_i^2 + (\alpha_r - 1) x_r^2 + \sum_{i=1}^{r-1} (x_i - x_{i+1})^2$$

$$+ (m_2 - \alpha_1 m_1) x_1 + \sum_{i=2}^{r-1} (m_{i-1} - \alpha_i m_i + m_{i+1}) x_i + (m_{r-1} - \alpha_r m_r) x_r.$$

Proof. A straightforward computation. \qed

4.8.2

Lemma. With the notations as in 4.7, let $D := (d_0 - d_1 - 1) \alpha^*(\ell) + \Delta$ and let

$$D_1 := \gamma \alpha^*(\ell) + x_0 E_0 + \sum_{i=1}^{r} \sum_{j=1}^{q_i} x(2i, j) E(2i, j) \quad \text{and} \quad D_2 := D - D_1,$$

where we assume that $D_i > 0$ for $i = 1, 2$. Then we have:

$$(D_1 \cdot D_2) = -2 y^2 + (q_1 - 2) x_0^2 + (x_0 - y)^2 + (d_0 - 1) y - x_0 + Q$$

where $Q := 0$ if $\alpha = 1$:

$$Q := \sum_{i=1}^{r-1} q_{2i+1} x(2i, q_{2i})^2 + x(2r, q_{2r} - 1)^2$$

$$+ \left\{ (x_0 - x(2, 1))^2 + \sum_{i=1}^{q_1} (x(2, i) - x(2, i + 1))^2 \right\}$$

$$+ \sum_{i=2}^{r-1} \left\{ (x(2i - 2, q_{2i-2}) - x(2i, 1))^2 + \sum_{t=1}^{q_{2i-1}} (x(2i, t) - x(2i, t + 1))^2 \right\}$$

$$+ \left\{ (x(2r - 2, q_{2r-2}) - x(2r, 1))^2 + \sum_{t=1}^{q_{2r-2}} (x(2r, t) - x(2r, t + 1))^2 \right\}.$$
if $\alpha = 2r$ and $r \geq 1$:

$$Q : = \sum_{i=1}^{r} q_{2i+1} x(2i, q_{2i})^2 + \{(x_0 - x(2, 1))^2 + \sum_{t=1}^{q_{2i}-1} (x(2, t) - x(2, t + 1))^2\}$$

$$+ \sum_{i=2}^{r} [(x(2i - 2, q_{2i-2}) - x(2i, 1))^2 + \sum_{t=1}^{q_{2i-1}} (x(2i, t) - x(2i, t + 1))^2\}$$

if $\alpha = 2r + 1$ and $r \geq 1$.

**Proof.** Note that $(\sigma^*(\ell)^2) = 1$, $(\sigma^*(\ell) \cdot E_0) = 1$ and $(\sigma^*(\ell) \cdot E(2i, t)) = 0$ for $1 \leq i \leq r$ and $1 \leq t \leq q_{2i}$. Then we obtain our assertion by applying Lemma 4.8.1 and taking account of 1.3.3 and 1.3.4. □

4.8.3

**Proof of Lemma 4.8.** Regarding $(D_1 \cdot D_2)$ as a function of variables $y, x_0$ and $x(2i, t)$’s, we shall estimate the smallest value of $(D_1 \cdot D_2)$ when the variables $y, x_0$ and $x(2i, t)$’s take integral values in the domain $\mathcal{A}$:

$$0 \leq y \leq d_0 - d_1 - 1; \quad 0 \leq x_0 \leq d_1; \quad 0 \leq x(2i, t) \leq d_{2i-1} - td_{2i}$$

(1 \leq i \leq r; 1 \leq t \leq q_{2i}).

By virtue of Lemma 4.8.2, $(D_1 \cdot D_2)$ is written in the form:

$$(D_1 \cdot D_2) = -y^2 + (d_0 - 1 - 2x_0)y + (q_1 - 1)x_0^2 - x_0 + Q,$$

which, viewed as a function in $y$ only, has the smallest value at $y = 0$ or $y = d_0 - d_1 - 1$ whenever values of $x_0$ and $x(2i, t)$’s (1 \leq i \leq r; 1 \leq t \leq q_{2i}) are fixed in the domain $\mathcal{A}$. If $y = 0$ we have:

$$(D_1 \cdot D_2) = x_0[(q_1 - 1)x_0 - 1] + Q.$$

Consider first the case where $\alpha = 1$. Then $q_1 \geq 3$ as assumed. Since $D_1 > 0$, i.e., $x_0 \neq 0$ and $x_0$ takes an integral value, we know that $(D_1 \cdot D_2) > 0$ for $0 < x_0 \leq d_1$. Assume that $\alpha \geq 2$. Since $q_1 \geq 2$ as assumed and $x_0$ takes an integral value, we know that $(D_1 \cdot D_2) \geq Q \geq 0$, and that $(D_1 \cdot D_2) = Q$ if and only if either $x_0 = 0$ or $q_1 = 2$ and $x_0 = 1$. 


Besides, by virtue of Lemma 4.8.2, $Q = 0$ if and only if $x_0 = x(2i, t) = 0$ for $1 \leq i \leq r$ and $1 \leq t \leq q_2$. Therefore we have $(D_1 \cdot D_2) > 0$ because $D_1 > 0$. If $y = d_0 - d_1 - 1$ we obtain $(D_1 \cdot D_2) > 0$ by interchanging the roles of $D_1$ and $D_2$. Hence $(D_1 \cdot D_2) > 0$ for every decomposition $D = D_1 + D_2$ with $D_i > 0 (i = 1, 2)$. This completes a proof of Lemma 4.8.

4.9

We shall next consider the case where $q_1 = 1$ and $\alpha \geq 3$. We shall use the notations of the paragraph 4.2. Thus, $\tau : V_0 \to V$ is the contraction of curves $E_0, E(2, 1), \ldots, E(2, q_2 - 1)$. Let $L := \tau_* c^* (\ell)$ and $E_0 := E(2, q_2)$.

4.9.1

**Lemma.** We have: $C - L \sim (d_2 - 1)L + \Delta$, where

$$\Delta := \begin{cases} d_3 E_0 & \text{if } \alpha = 3, \\ d_3 E_0 + \sum_{i=2}^{r} \sum_{t=1}^{q_2} (d_2i - td_2)E(2i, t) & \text{if } \alpha \geq 4. \end{cases}$$

**Proof.** Immediate from Lemma 4.7. \qed

4.9.2

**Lemma.** Let $D := (d_2 - 1)L + \Delta$ and let

$$D_1 := \gamma L + x_0 E_0 + \sum_{i=2}^{r} \sum_{t=1}^{q_2} \gamma (2i, t)E(2i, t) \quad \text{and} \quad D_2 := D - D_1,$$

where we assume that $D_i > 0$ for $i = 1, 2$. Then we have:

$$(D_1 \cdot D_2) = -(q_2 + 2)\gamma^2 + (q_3 - 1)x_0^2 + (\gamma - x_0)^2 + (d_0 - (q_2 + 1))\gamma - x_0 + \overline{Q},$$

where

$$\overline{Q} := 0 \text{ if } \alpha = 3;$$
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\[ \overline{Q} := \sum_{i=2}^{r-1} q_{2i+1} \overline{x}(2i, q_{2i})^2 + \overline{x}(2r, q_{2r} - 1)^2 \]

\[ + \{ (\overline{x}_0 - \overline{x}(4, 1))^2 + \sum_{i=1}^{q_{2i}-1} (\overline{x}(4, t) - \overline{x}(4, t + 1))^2 \} \]

\[ + \sum_{i=3}^{r-1} \{ (\overline{x}(2i - 2, q_{2i-2}) - \overline{x}(2i, 1))^2 + \sum_{t=1}^{q_{2i}-1} (\overline{x}(2i, t) - \overline{x}(2i, t + 1))^2 \} \]

\[ + \{ (\overline{x}(2r - 2, q_{2r-2}) - \overline{x}(2r, 1))^2 + \sum_{t=1}^{q_{2r}-2} (\overline{x}(2r, t) - \overline{x}(2r, t + 1))^2 \} \]

if \( \alpha = 2r \geq 4 \):

\[ \overline{Q} := \sum_{i=2}^{r} q_{2i+1} \overline{x}(2i, q_{2i})^2 + \{ (\overline{x}_0 - \overline{x}(4, 1))^2 + \sum_{i=1}^{q_{2i}-1} (\overline{x}(4, t) - \overline{x}(4, t + 1))^2 \} \]

\[ + \sum_{i=3}^{r} \{ (\overline{x}(2i - 2, q_{2i-2}) - \overline{x}(2i, 1))^2 + \sum_{t=1}^{q_{2i}-1} (\overline{x}(2i, t) - \overline{x}(2i, t + 1))^2 \} \]

if \( \alpha = 2r + 1 \geq 4 \).

Proof. Note that \( (L^2) = q_2 + 1, (L\cdot \overline{E}_0) = 1, (L\cdot \overline{E}(2i, t)) = 0 \) for \( 2 \leq i \leq r \) and \( 1 \leq t \leq q_{2i} \), and \( (\overline{E}_0) = -q_3 \) if \( \alpha = 3 \) and \( (\overline{E}_0) = -(q_3 + 1) \) if \( \alpha \geq 4 \). Then our assertion follows from Lemma 4.8.1. \( \square \)

4.9.3

Lemma. The divisor \( \overline{D} := (d_2 - 1)L + \overline{\Delta} \) is numerically connected.

Proof. Regarding \( (\overline{D}_1 \cdot \overline{D}_2) \) as a function of variables \( \overline{y}, \overline{x}_0 \) and \( \overline{x}(2i, t) \)’s \( (2 \leq i \leq r; 1 \leq t \leq q_{2i}) \), we shall estimate the smallest value of \( (\overline{D}_1 \cdot \overline{D}_2) \) when the variables \( \overline{y}, \overline{x}_0 \) and \( \overline{x}(2i, t) \)’s take integral values in the domain \( \overline{A} \):

\[ 0 \leq \overline{y} \leq d_2 - 1; \quad 0 \leq \overline{x}_0 \leq d_3; \quad 0 \leq \overline{x}(2i, t) \leq d_{2i-1} - td_{2i} \]

for \( 2 \leq i \leq r \) and \( 1 \leq t \leq q_{2i} \). 
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By virtue of Lemma 4.9.2, $(D_1 \cdot D_2)$ is written in the form:

$$(D_1 \cdot D_2) = -(q_2 + 1)\bar{y}^2 + [d_0 - (q_2 + 1) - 2x_0]\bar{y} + q_3x_0^2 - x_0 + \overline{Q},$$

which, viewed as a function only in $\bar{y}$, has the smallest value at $\bar{y} = 0$ or $\bar{y} = d_2 - 1$. If $\bar{y} = 0$ we have:

$$(D_1 \cdot D_2) = x_0(q_3x_0 - 1) + \overline{Q}.$$  

Since $x_0$ takes an integral value, we know that $(D_1 \cdot D_2) \geq \overline{Q} \geq 0$. If $\alpha = 3$, then $q_3 \geq 2$ and $(D_1 \cdot D_2) = x_0(q_3x_0 - 1) = 0$ if and only if $x_0 = 0$, i.e., $D_1 = 0$. Thus $(D_1 \cdot D_2) > 0$ if $\alpha = 3$. Assume that $\alpha \geq 4$. Then, by virtue of Lemma 4.9.2, $Q = 0$ if and only if $x_0 = x(2i,t) = 0$ for $2 \leq i \leq r$ and $1 \leq t \leq q_2$, i.e., $D_1 = 0$. Hence $(D_1 \cdot D_2) > 0$. If $\bar{y} = d_2 - 1$ we obtain $(D_1 \cdot D_2) > 0$ by interchanging the roles of $D_1$ and $D_2$. Therefore we know that $(D_1 \cdot D_2) > 0$ for every decomposition $D = D_1 + D_2$ with $D_i > 0$ for $i = 1, 2$. □

4.10

**Lemma.** With the notations of 4.1, let $\epsilon : C_0 \to \mathbb{A}_k^2$ be an embedding such that one of the following conditions holds:

(i) $\alpha \geq 2$ and $q_1 \geq 2$;

(ii) $\alpha = 1$ and $q_1 \geq 3$.

Let $\sigma : V_0 \to \mathbb{P}_k^2$ be the Euclidean transformation of $\mathbb{P}_k^2$ associated with an admissible datum $(\mathbb{P}_k^2, \mathbb{A}_k^2, C, \ell_0, \mathcal{O}_{\mathbb{A}_k^2}, d_0, d_1, 1)$ for $(\mathbb{A}_k^2, \epsilon(C_0))$, let $C' := \sigma'(C)$ and let $\ell$ be a line on $\mathbb{P}_k^2$ different from the line $\ell_0$. Then we have:

$$\dim_k H^0(C', \mathcal{O}_{C'}(\sigma^*(\ell) \cdot C')) = 3.$$  

**Proof.** Consider an exact sequence

$$0 \to \mathcal{O}_{V_0}(-C' + \sigma^*(\ell)) \to \mathcal{O}_{V_0}(\sigma^*(\ell)) \to \mathcal{O}_{C'}(\sigma^*(\ell) \cdot C') \to 0.$$  

Hence we obtain an exact sequence

$$0 \to H^0(V_0, \mathcal{O}_{V_0}(-C' + \sigma^*(\ell))) \to H^0(V_0, \mathcal{O}_{V_0}(\sigma^*(\ell)) \to$$
\[ H^0(C', \mathcal{O}_{C'}(\sigma^*(\ell) \cdot C')) \to H^1(V_0, \mathcal{O}_{V_0}(-C' + \sigma^*(\ell))). \]

By virtue of Lemmas 4.7 and 4.8 we know that \( C' - \sigma^*(\ell) \sim D := (d_0 - d_1 - 1)\sigma^*(\ell) + \Delta \) and \( D \) is numerically connected. Since \( V_0 \) is a nonsingular projective rational surface we have: \( H^1(V_0, \mathcal{O}_{V_0}) = (0) \).

Hence we have:

\[
\dim_k H^1(V_0, \mathcal{O}_{V_0}(-D)) = \dim_k H^0(D, \mathcal{O}_D) - 1,
\]

where \( \dim_k H^0(D, \mathcal{O}_D) = 1 \) by virtue of Ramanujam’s theorem [46; Lemma 3]. Thus we know that \( H^1(V_0, \mathcal{O}_{V_0}(-C' + \sigma^*(\ell))) = (0) \). Since \( H^0(V_0, \mathcal{O}_{V_0}(-C' + \sigma^*(\ell))) = (0) \) clearly, we obtain:

\[
H^0(C', \mathcal{O}_{C'}(\sigma^*(\ell) \cdot C')) \cong H^0(V_0, \mathcal{O}_{V_0}(\sigma^*(\ell))) \cong H^0(\mathbb{P}^2_k, \mathcal{O}_{\mathbb{P}^2}(1)).
\]

Therefore we have \( \dim_k H^0(C', \mathcal{O}_{C'}(\sigma^*(\ell) \cdot C')) = 3 \). □

**Remark.** If \( q_1 = 1 \) and \( \alpha \geq 3 \), let \( \tau : V_0 \to V \) be the contraction of curves \( E_0, E(2, 1), \ldots, E(2, q_2 - 1) \), let \( C = \tau(C') \) and let \( L := \tau_*\sigma^*(\ell) \) (cf. 4.9). Then we obtain:

\[
\dim_k H^0(C, \mathcal{O}_C(L \cdot C)) \geq \dim_k H^0(V, \mathcal{O}_V(L)) \geq \dim_k H^0(V_0, \mathcal{O}_{V_0}(\sigma^*(\ell))) = \dim_k H^0(\mathbb{P}^2_k, \mathcal{O}_{\mathbb{P}^2}(1)) = 3.
\]
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**4.11**

**Proof of Theorem 4.6.** Let \( \epsilon : C_0 \to \mathbb{A}^2_k \) be an embedding satisfying the conditions (1) and (2) as stated in Theorem 4.6. With the notations of 4.7 and 4.8 we know that:

1° The curve \( C' \) is a normalization of the curve \( C \) which is of genus \( g > 0 \); set \( \overline{C}(\epsilon) := C' \) and \( \delta(\epsilon) := \sigma^*(\ell) \cdot C' \).

2° Let \( \overline{P}(\epsilon) \) be the (unique) point of \( \overline{C}(\epsilon) \) dominating the point \( P_0 \) of \( C \). Then \( \delta(\epsilon) \sim d_0 \overline{P}(\epsilon) \), \( \delta(\epsilon) \) is an effective divisor such that \( |\delta(\epsilon)| \) has no base points and \( \dim |\delta(\epsilon)| = 2 \) (cf. Lemma 4.10).
3° Let $f(\epsilon) : \tilde{C}(\epsilon) \xrightarrow{\pi(\epsilon)} e(C_0) \hookrightarrow \mathbb{P}_k^2$ be the morphism defined from the embedding $\epsilon$, where $\pi(\epsilon) := \sigma|_{C'}$ and where $e(C_0) = C$ is the closure of $e(C_0)$ in $\mathbb{P}_k^2$. Then $f(\epsilon)$ is a morphism defined by $|\delta(\epsilon)|$ with respect to a suitable basis of $|\delta(\epsilon)|$.

Now, let $\epsilon$ and $\epsilon'$ be embeddings of $C_0$ into $\mathbb{A}_k^2$ satisfying the conditions (1) and (2) as stated in Theorem 4.6 and having the same value of $d_0$. Then $\epsilon' \cdot e^{-1} : e(C_0) \to e'(C_0)$ induces an isomorphism $h : \tilde{C}(\epsilon) \to \tilde{C}(\epsilon')$ such that $h(\tilde{P}(\epsilon)) = P(\epsilon')$ and $(\epsilon' \cdot e^{-1}) \cdot \pi(\epsilon) = \pi(\epsilon') \cdot h$ on $\tilde{C}(\epsilon) - \{\tilde{P}(\epsilon)\}$. Since $\delta(\epsilon) \sim d_0 \tilde{P}(\epsilon)$ and $\delta(\epsilon') \sim d_0 P(\epsilon')$, we know that $\delta(\epsilon) \sim h \cdot \delta(\epsilon')$. This implies by virtue of the above assertions 2° and 3° that there exists a biregular (hence, linear) automorphism $\rho$ of $\mathbb{P}_k^2$ such that $\rho \cdot \pi(\epsilon) = \pi(\epsilon') \cdot h$ and $\rho(\ell_0) = \ell_0$:

Let $\rho_0 = \rho|_{A_k^2}$. Then it is clear that $\rho_0 \cdot \epsilon = \epsilon'$.

5 Simple birational extensions of a polynomial ring $k[x,y]$

5.1

Let $k$ be an algebraically closed field of characteristic $p$ and let $k[x,y]$ be a polynomial ring over $k$ in two variables $x$ and $y$. Let $f$ and $g$ be two elements of $k[x,y]$ without common nonconstant factors, and let $A := k[x,y,f/g]$. In this section we shall consider the structures of the
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affine $k$-domain $A$ under an assumption that $V := \text{Spec}(A)$ has only isolated singularities. In the paragraphs 5.2 ~ 5.9 we shall describe how $V$ is obtained from $\mathbb{A}^2_k := \text{Spec}(k[x, y])$, and see that if $V$ has only isolated singularities $V$ is a normal surface whose singular points (if any) are rational double points (cf. Theorem 5.9). The divisor class group $\mathfrak{C}(V)$ can be explicitly determined (cf. Theorem 5.11); we obtain, therefore, necessary and sufficient conditions for $A$ to be a unique factorization domain. If $g$ is irreducible and if the curves $f = 0$ and $g = 0$ on $\mathbb{A}^2_k$ meet each other then $A$ is a unique factorization domain if and only if the curves $f = 0$ and $g = 0$ meet in only one point where both curves intersect transversely. We shall consider, in the paragraphs 5.13 and 5.14 a problem: When is every invertible element of $A$ constant? (cf. Theorem 5.14). In the remaining paragraphs 5.16 ~ 5.23 assuming that $k$ is of characteristic zero, we shall look for a necessary and sufficient condition for $A$ to have a nontrivial locally nilpotent $k$-derivation (cf. Theorem 5.23). An affine $k$-domain of type $A$ as above was studied by Russell [49] and Sathaye [52] in connection with the following result:

Assume that $A$ is isomorphic to a polynomial ring over $k$ in two variables. In a polynomial ring $k[x, y, z]$ over $k$ in three variables $x$, $y$ and $z$, let $u := gz - f$. Then there exist two elements $v, w$ of $k[x, y, z]$ such that $k[x, y, z] = k[u, v, w]$.

5.2

Let $k[x, y, z]$ be a polynomial ring over $k$ in three variables $x$, $y$ and $z$, and let $\mathbb{A}^3_k := \text{Spec}(k[x, y, z])$. Let $V$ be an affine hyper surface on $\mathbb{A}^3_k$ defined by $gz - f = 0$, and let $\pi : V \rightarrow \mathbb{A}^2_k := \text{Spec}(k[x, y])$ be the projection: $\pi(x, y, z) = (x, y)$. Let $F$ and $G$ be respectively the curves $f = 0$ and $g = 0$ on $\mathbb{A}^2_k$. Then we have:

Lemma. (1) For each point $P \in F \cap G$, $\pi^{-1}(P)$ is isomorphic to the affine line $\mathbb{A}^1_k$.

(2) If $Q$ is a point on $G$ but not on $F$, then $\pi^{-1}(P) = \phi$.

Proof. Straightforward. □
5.3

The Jacobian criterion of singularity applied to the hyper surface $V$ shows us the following:

**Lemma.** Let $P$ be a point on $F$ and $G$. Then the following assertions hold:

1. If $P$ is a singular point for both $F$ and $G$ then every point of $\pi^{-1}(P)$ is a singular point of $V$.

2. If $P$ is a singular point of $F$ but not a singular point of $G$ then the point $(P, z = 0)$ is the unique singular point of $V$ lying on $\pi^{-1}(P)$.

3. If $P$ is a singular point of $G$ but not a singular point of $F$ then $V$ is nonsingular at every point of $\pi^{-1}(P)$.

4. If $P$ is a nonsingular point of both $F$ and $G$ and if $i(F, G; P) \geq 2$ then the point $(P, z = \alpha)$ is the unique singular point of $V$ lying on $\pi^{-1}(P)$, where $\alpha \in k$ satisfies: $\frac{\partial f}{\partial x}(P) = \alpha \frac{\partial g}{\partial x}(P)$ and $\frac{\partial f}{\partial y}(P) = \alpha \frac{\partial g}{\partial y}(P)$. If $i(F, G; P) = 1$ then $V$ is nonsingular at every point of $\pi^{-1}(P)$.

We assume, from now on, that $V$ has only isolated singularities. Hence, if $P \in F \cap G$, either $F$ or $G$ is nonsingular at $P$. Furthermore, we assume that $F \cap G \neq \phi$. When $F \cap G = \phi$ then $A = k[x, y, 1/g]$ and $A$ is a unique factorization domain.

5.4

Let $P$ be a point on $F$ and $G$. We shall first consider the case where $F$ is nonsingular at $P$ but $G$ singular at $P$. Let $P_1 := P$ and let $v_1$ be the multiplicity of $G$ at $P_1$. Let $\sigma_1 : V_1 \to V_0 := A^2_1$ be the quadratic transformation with center at $P_1$, let $P_2 := \sigma_1(F) \cap \sigma_1^{-1}(P_1)$ and let $v_2$ be the multiplicity of $\sigma_1(G)$ at $P_2$. For $i \geq 1$ we define a surface $V_i$, a point $P_{i+1}$ on $V_i$ and an integer $v_{i+1}$ inductively as follows: When $V_{i-1}$, $P_i$ and $v_i$ are defined, let $\sigma_i : V_i \to V_{i-1}$ be the quadratic transformation
of $V_{i-1}$ with center at $P_{i-1}$, let $P_{i+1} := (\sigma_1 \ldots \sigma_i)'(F) \cap \sigma_i^{-1}(P_i)$ and let $v_{i+1}$ be the multiplicity of $(\sigma_1 \ldots \sigma_i)'(G)$ at $P_{i+1}$. Let $s$ be the smallest integer such that $v_{s+1} = 0$, and let $N : v_1 + \cdots + v_s$. We shall simply say that $P_1, \ldots, P_s$ are all points of $G$ on the curve $F$ over $P_1$ and $v_1, \ldots, v_s$ are the respective multiplicities of $G$ at $P_1, \ldots, P_s$. Let $\sigma : V_N \to V_0$ be the composition of quadratic transformations $\sigma := \sigma_1 \cdots \sigma_N$ and let $E_i := (\sigma_{i+1} \cdots \sigma_N)'(P_i)$ for $1 \leq i \leq N$. In a neighborhood of $\sigma^{-1}(P_1), \sigma^{-1}(F \cup G)$ has the following configuration:

(Fig 1)

If $g = c g_1^\beta_1 \cdots g_n^\beta_n$ is a decomposition of $g$ into $n$ distinct irreducible factors, let $G_j$ be the curve $g_j = 0$ on $V_0 := \mathbb{A}_k^2$ for $1 \leq j \leq n$. Let $v_i(j)$ be the multiplicity of $G_j$ at the points $P_i$ for $1 \leq i \leq s$ and $1 \leq j \leq n$. Then it is clear that $v_i = \beta_1 v_i(1) + \cdots + \beta_n v_i(n)$ for $1 \leq i \leq s$.

5.5

We have the following:

Lemma. With the same assumption and notations as in L3 $V$ is isomorphic, in a neighborhood of $\pi^{-1}(P_1)$, to $V_N$ with the curves $E_1, \ldots, E_{N-1}$ and $\sigma'(G)$ deleted off.

Proof. Let $\mathcal{O} := \mathcal{O}_{V_0, P_1}, \widetilde{V}_0 := \text{Spec}(\mathcal{O})$ and $\widetilde{V} := V \times_{V_0} \widetilde{V}_0$. Since the curve $F$ is nonsingular at $P_1$ there exist local parameters $u, v$ of $V_0$ at $P_1$ such that $v = f$. Let $g(u, v) = 0$ be a local equation of $G$ at $P_1$. Then $\widetilde{V} = \text{Spec}(\mathcal{O}[v/g(u, v)])$. Note that $V$ is nonsingular in a neighborhood of $\pi^{-1}(P_1)$ (cf. 1.2). Hence there exist a nonsingular projective surface $\overline{V}$ and a birational mapping $\varphi : V \to \overline{V}$ such that $\varphi$ is an open immersion in a neighborhood of $\pi^{-1}(P_1)$ and a birational mapping $\overline{\varphi} := \pi \cdot \varphi^{-1} : \overline{V} \to$
Let $\mathbb{P}_k^2$ be a morphism, where $V_0$ is embedded into the projective plane $\mathbb{P}_k^2$ as a complement of a line. Since $\pi(\pi^{-1}(P_1)) = 1$, we know that $\pi$ is factored by the quadratic transformation of $\mathbb{P}_k^2$ with center at $P_1$. Hence we know that $\pi : V \to V_0$ is factored by $\sigma_1 : V_1 \to V_0$, i.e., $\pi : V \xrightarrow{\pi_1} V_1 \xrightarrow{\sigma_1} V_0$.

Set $\nu = uv_1, u = vu_1$, $q(u, vu_1) = u^{v_1}g(u, v_1)$ and $g(vu_1, v) = v^{\nu_1}g_1(u_1, v)$. Then $V_1 \times \tilde{V}_0 = \text{Spec}(\mathcal{O}[v_1]) \cup \text{Spec}(\mathcal{O}[u_1])$; $\sigma_1^{-1}(P_1)$ and $\sigma_1'(G)$ are respectively defined by $u = 0$ and $g_1(u_1, v_1) = 0$ on $\text{Spec}(\mathcal{O}[v_1])$, and by $v = 0$ and $g_1'(u_1, v) = 0$ on $\text{Spec}(\mathcal{O}[u_1])$. Since

\[
\tilde{V} := V \times \tilde{V}_0 = V \times (V_1 \times \tilde{V}_0) = V \times \text{Spec}(\mathcal{O}[v_1]) \cup V \times \text{Spec}(\mathcal{O}[u_1])
\]

and since $\nu$ is an invertible function on $\text{Spec}(\mathcal{O}[u_1, 1/v^{\nu_1}g_1(u_1, v)])$, we know that:

1. $\tilde{V} = \text{Spec}(\mathcal{O}[v_1, 1/v^{\nu_1}g_1(u_1, v)])$;

2. $\tilde{V}_1 := \text{Spec}(\mathcal{O}[v_1])$ and $\tilde{V}_i := \text{Spec}(\mathcal{O}[u_1] / \nu^{\nu_1}g_1(u_1, v))$,

3. If $Q \in (\sigma_1^{-1}(P_1) \cup \sigma_1'(G)) - \sigma_1'(F)$ then $\pi_1^{-1}(Q) = \phi$.

Then, by the same argument as above, we know that the following assertions hold for $2 \leq i \leq s$:

1. $\tilde{V} = \text{Spec}(\mathcal{O}[v_i, 1/v^{\nu_1}g_1(u, v)])$;

2. $\tilde{V}_1 := \text{Spec}(\mathcal{O}[v_1]), \ldots, \tilde{V}_i := \text{Spec}(\mathcal{O}[v_i])$, furthermore, $\tilde{V}_i := \text{Spec}(\mathcal{O}[u_1] / \nu^{\nu_1}g_1(u_1, v))$;

3. If $Q \in (\sigma_1^{-1}(P_1) \cup (\sigma_1 \ldots \sigma_i'(G)) - (\sigma_1 \ldots \sigma_i)'(F)$ then $\pi_i^{-1}(Q) = \phi$. 
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When \( i = s \), the proper transform \((\sigma_1 \ldots \sigma_s)'(G)\) of \( G \) on \( V_s \) does not meet the proper transform \((\sigma_1 \ldots \sigma_s)'(F)\) of \( F \) on \( \tilde{V}_s \) (cf. the definition of \( s \) in [5.4]). Therefore, in virtue of (3)' above, we know that \( g_s(u, v_s) \) is an invertible function on \( \tilde{V} \), where \( g_s(u, v_s) = 0 \) is the equation of the proper transform \((\sigma_1 \ldots \sigma_s)'(G)\) of \( G \) on \( \tilde{V}_s \). Thus, \( \tilde{V} = \text{Spec}(\mathcal{O}[v_s, v_s/u^{N-i}]) \).

Furthermore, set \( v_s = uv_{s+1}, \ldots, v_{N-1} = uv_N \) and \( \tilde{V}_{s+1} = \text{Spec}(\mathcal{O}[v_{s+1}], \ldots, \tilde{V}_N = \text{Spec}(\mathcal{O}[v_N]) \). Then it is easy to see that the following assertions hold for \( s + 1 \leq i \leq N \):

1. \( \tilde{V} = \text{Spec}(\mathcal{O}[v_i, v_i/u^{N-i}]) \);
2. \( \tilde{V} = \text{Spec}(\mathcal{O}[v_i, v_i/u^{N-i}]) \);

Then \( \tilde{V} \cong \tilde{V}_N = \text{Spec}(\mathcal{O}[v_N]) \). Hence, \( V \) is isomorphic, in a neighborhood of \( \pi^{-1}(P_1) \), to \( V_N \) with the curves \( E_1, \ldots, E_{N-1} \) and \( \sigma'(G) \) deleted off. In particular, \( \pi^{-1}(P_1) = \epsilon := E_N - E_N \cap E_{N-1} \).

5.6

Assume that we are given two curves (not necessarily irreducible) \( F, G \) on a nonsingular surface \( V_0 \) and a point \( P_1 \in F \cap G \) at which one of \( F \) and \( G \), say \( F \), is nonsingular. Let \( P_1, P_2, \ldots, P_s \) be all points of \( G \) on \( F \) over \( P_1 \), and let \( v_1, \ldots, v_s \) be the multiplicities of \( G \) at \( P_1, \ldots, P_s \), respectively. Let \( N := v_1 + \cdots + v_s \). As explained in [5.4] define \( \sigma : V_N \to V_0 \) as a composition of quadratic transformations with centers at \( N \) points \( P_1, \ldots, P_N \) on \( F \), each \( P_i (2 \leq i \leq N) \) being infinitely near to \( P_{i-1} \) of order one. We call \( \sigma : V_N \to V_0 \) the standard transformation of \( V_0 \) with respect to a triplet \( (P_1, F, G) \). The configuration of \( \sigma^{-1}(F \cup G) \) in a neighborhood of \( \sigma^{-1}(P_1) \) is given by the Figure 1 in [5.4] With the notations in the Figure 1, we obtain a new surface \( V \) by deleting \( E_1, \ldots, E_{N-1} \) from \( V_N \). We then say that \( V \) is obtained from \( V_0 \) by the standard process of the first kind with respect to \( (P_1, F, G) \). On the other hand, note that \( \langle E_i^2 \rangle = -2 \) for \( 1 \leq i \leq N - 1 \). Hence we obtain a new normal surface \( V' \) from \( V_N \) by contracting \( E_1, \ldots, E_{N-1} \) to a point \( Q_1 \) on \( V' \) which is a rational double point (cf. Artin [5; Theorem 2.7]). We then
say that \( V' \) is obtained from \( V_0 \) by the standard process of the second kind with respect to \( (P_1, F, G) \).

### 5.7

We shall next consider the case where, at a point \( P_1 \in F \cap G \), the curve \( G \) is nonsingular. Indeed, we prove the following:

**Lemma.** With the assumption as above, let \( V' \) be the surface obtained from \( V_0 := A^2_k \) by the standard process of the second kind with respect to \( (P_1, G, F) \). Then, in a neighborhood of \( \pi^{-1}(P_1) \), \( V \) is isomorphic to \( V' \) with the proper transform of \( G \) deleted off. If either \( F \) is singular at \( P_1 \) or \( i(F, G; P_1) \geq 2 \), \( V \) has a unique rational double point on \( \pi^{-1}(P_1) \).

**Proof.** Let \( P_1, P_2, \ldots, P_r \) be all points of \( F \) over \( P_1 \), and let \( \mu_1, \ldots, \mu_r \) be the multiplicities of \( F \) at \( P_1, \ldots, P_r \), respectively. Let \( M := \mu_1 + \cdots + \mu_r \). We prove the assertion by induction on \( M \). Note that \( M = 1 \) if and only if \( i(F, G; P_1) = 1 \). It is then easy to see that \( V \) is isomorphic, in a neighborhood of \( \pi^{-1}(P_1) \), to a surface \( V_1' \) obtained as follows: Let \( \sigma_1 : V_1 \rightarrow V_0 \) be the quadratic transformation of \( V_0 := A^2_k \) with center at \( P_1 \), and let \( V_1' := \sigma_1'(G) \). Now, assume that \( M > 1 \). Since \( G \) is nonsingular at \( P_1 \) there exist local parameters \( u, v \) of \( V_0 \) at \( P_1 \) such that \( v = g \). Let \( f(u, v) = 0 \) be a local equation of \( F \) at \( P_1 \). Then, \( V \) is isomorphic, in a neighborhood of \( \pi^{-1}(P_1) \), to an affine hyper surface \( v_2 = f(u, v) \) in the affine 3-space \( A^3_k \). There exists only one singular point \( Q'_1 : (u, v, z) = (0, 0, \alpha) \) of \( V \) lying on \( \pi^{-1}(P_1) \), where

\[
\alpha = \frac{\partial f}{\partial v}(0, 0).
\]

Note that if \( \alpha \neq 0 \) then \( A := k \left[ x, y, \frac{f}{g} \right] = k \left[ x, y, \frac{f - \alpha g}{g} \right] \) and \( i(F, G; P_1) = i(H, G; P_1) = M \), where \( H \) is the curve on \( A^2_k \) defined by \( f = \alpha g \). Replacing \( f \) by \( f - \alpha g \) we may assume, from the outset and without loss of generality, that \( \alpha = 0 \). Then we have \( \mu_1 \geq 2 \). Let \( \rho_1 : W_1 \rightarrow A^3_k \) be the quadratic transformation of \( A^3_k \) with center at the curve \( \pi^{-1}(P_1) : u = v = 0 \), let \( V_1' \) be the proper transform of \( V \) on \( W_1 \), and let \( \tau_1 := \rho_1|_{V_1'} : V_1' \rightarrow V \) be the restriction of \( \rho_1 \) onto \( V_1' \).

Set \( v = uv_1, u = vu_1 \) and \( f(u, uv) = u^{\nu_1}f_1(u, v_1), f(vu_1, v) = v^{\nu_1}f_1(u_1, v) \). Then \( V_1' \) is given by \( v_{12} = u^{\nu_1-1}f_1(u, v_1) \) with respect to
the coordinate system \((u, v_1, z)\) and by \(z = u^{\mu_1-1} f_1(u, v)\) with respect to the coordinate system \((u_1, v, z)\). By construction of \(V'_1\), \(V'_1\) dominates the surface \(V_1\) obtained from \(V_0\) by the quadratic transformation \(\sigma_1\) with center at \(P_1\):

\[
\begin{array}{c}
V'_1 \\
\downarrow \tau_1 \\
V_1 \\
\downarrow \sigma_1 \\
\downarrow \pi_1 \\
V_0
\end{array}
\]

The proper transform \(\tau'_1(\pi^{-1}(P_1))\) of \(\pi^{-1}(P_1)\) on \(V'_1\) is given by \(u = v_1 = 0\); the curve \(\tau^{-1}_1(Q'_1)\) is given by \(u = z = 0\); \(\tau_1 : V'_1 - \tau^{-1}_1(Q'_1) \rightarrow V - \{Q'_1\}\); the singular point of \(V'_1\) is possibly \(Q'_2 : (u, v_1, z) = (0, 0, 0)\).

The morphism \(\pi_1 : V'_1 \rightarrow V_1\) is isomorphic at every point of \(\tau^{-1}_1(Q'_1) - \{Q'_1\}\). Indeed, if \(v_1 \neq 0\) and \(\infty\), \(\pi_1\) is given by \((u, v_1, z) = (u, v_1, u^{\mu_1-1} f_1(u, v_1)/v_1) \mapsto (u, v_1)\) which is clearly isomorphic; if \(v_1 = \infty\), \(\pi_1\) is given by \((u_1, v, u^{\mu_1-1} f_1(u_1, v)) \mapsto (u_1, v)\) which is isomorphic as well.

Under the morphism \(\pi_1\), \(\tau^{-1}_1(Q'_1)\) corresponds to \(\sigma^{-1}_1(P_1)\) and \(\tau'_1(\pi^{-1}(P_1))\) to the point \(P_2\); moreover \(\pi^{-1}(P_2) = \tau'_1(\pi^{-1}(P_1))\);

\[
\begin{array}{c}
\tau^{-1}_1(Q'_1) \\
\downarrow \tau'_1(\pi^{-1}(P_1)) \\
P_2
\end{array}
\]

Note that the following assertions hold:

1. \(V'_1\) is isomorphic, in a neighborhood of \(\pi^{-1}(P_2)\), to an affine hyper surface \(v_1 z = u^{\mu_1-1} f_1(u, v_1)\) on \(\mathbb{A}^3_k\);

(2) in a neighborhood of \(P_2\), \(\sigma'_1(G)\) is defined by \(v_1 = 0\) and \(\sigma'_1(F)\) is defined by \(f_1(u, v_1) = 0\);
(3) \(P_2, \ldots, P_r\) are all points of the curve \(F_1 : u^{d_1} f_1(u, v_1) = 0\) on \(\sigma'(G)\) over \(P_2\), and the sum of multiplicities of the curve \(F_1\) at \(P_2, \ldots, P_r\) is \(M - 1\).

Let \(V''_1\) be the surface obtained from \(V'_1\) by the standard process of the second kind with respect to a triplet \((P_2, \sigma'(G), F_1)\). Then, by the assumption of induction applied to \(V'_1\), we know that, in a neighborhood of \(\tau'_1(\pi^{-1}(P_1))\), \(V'_1\) is isomorphic to \(V''_1\) with the proper transform of \(\sigma'(G)\) on \(V''_1\) deleted off. Let \(\rho : V_M \to V_1\) be the standard transformation of \(V_1\) with respect to a triplet \((P_2, \sigma'(G), F_1)\). Then \(\sigma_1 \circ \rho\) is clearly the standard transformation \(\sigma : V_M \to V_0\) with respect to a triplet \((P_1, G, F)\);

![Diagram](image)

where, in the Figure 2, we have:

1° \(E_1 = \rho' (\sigma^{-1}_1(P_1))\);

2° the surface \(V'_1\) is obtained by contracting \(E_2, \ldots, E_{M-1}\) to a point \(Q'_2\) and by deleting the proper transform of \(\sigma'(G)\); under this contraction, say \(\varphi\), we have \(\varphi(E_1) = \tau'^{-1}_1(Q'_2)\) and \(\varphi(E_M - E_M \cap \sigma'(G)) = \tau'^{-1}_1(\pi^{-1}(P_1))\).

It is now easy to see that \(V\) is isomorphic, in a neighborhood of \(\pi^{-1}(P_1)\), to the surface \(V'\) with the proper transform of \(G\) deleted off, where \(V'\) is obtained from \(V_M\) by contracting \(E_1, \ldots, E_{M-1}\). Hence, the unique singular point of \(V\) lying on \(\pi^{-1}(P_1)\) is a rational double point. □
5.8

Let \( P_1 \in F \cap G \), and assume that \( G \) is nonsingular at \( P_1 \). Let \( P_1, P_2, \ldots, P_r \) be all points of \( F \) on \( G \) over \( P_1 \), and let \( \mu_1, \mu_2, \ldots, \mu_r \) be the multiplicities of \( F \) at \( P_1, P_2, \ldots, P_r \), respectively. If \( f = cf_{1}^{a_1} \cdots f_{m}^{a_m}(c \in k^*) \) is a decomposition of \( f \) into distinct irreducible factors, let \( F_j(1 \leq j \leq m) \) be the curve on \( V_0 \) defined by \( f_j = 0 \). Let \( \mu_i(j) \) be the multiplicity of \( F_j \) at \( P_i \) for \( 1 \leq i \leq r \) and \( 1 \leq j \leq m \). Then it is clear that \( \mu_i = \alpha_1\mu_i(1) + \cdots + \alpha_m\mu_i(m) \) for \( 1 \leq i \leq r \).

5.9

As a consequence of Lemmas 5.5 and 5.7, we have the following:

**Theorem.** Assume that \( V \) has only isolated singularities. Let \( W \) be the surface obtained from \( V_0 := k^2_k \) by the standard processes of the first (or the second) kind at every point of \( F \cap G \). Then \( V \) is isomorphic to the surface \( W \) with the proper transform of \( G \) on \( W \) deleted off \( F \). The surface \( V \) is, therefore, a normal surface whose singular points (if any) are rational double points.

5.10

In the paragraphs 5.10 – 5.12 we shall study the divisor class group \( \text{Cl}(V) \). Let \( g = c\beta_1^{\beta_1} \cdots g_\alpha^{\alpha}(c \in k^*) \) be a decomposition of \( g \) into distinct irreducible factors, and let \( G_j \) be the curve \( g_j = 0 \) on \( V_0 \) for \( 1 \leq j \leq n \). Assume that \( F \cap G \neq \emptyset \). Let \( F \cap G = \{ p_1^{(1)}, \ldots, p_1^{(e)} \} \). For \( 1 \leq \ell \leq e \), either \( F \) is nonsingular at \( p_1^{(\ell)} \) but \( G \) is singular, or \( G \) is nonsingular at \( p_1^{(\ell)} \). We may assume that \( F \) is nonsingular at \( p_1^{(1)}, \ldots, p_1^{(a)} \) but \( G \) is singular, and \( G \) is nonsingular at \( p_1^{(a+1)}, \ldots, p_1^{(e)} \). (The number \( a \) may be 0). For \( 1 \leq \ell \leq a \), let \( P_1^{(1)} \cdots P_1^{(\ell)} \) be all points of \( G \) on \( F \) over \( P_1^{(\ell)} \), and let \( v_i^{(\ell)}(j) \) be the multiplicity of \( G_j \) at \( P_1^{(\ell)} \) for \( 1 \leq i \leq s_\ell \) and \( 1 \leq j \leq n \); let \( N^{(\ell)}(j) = v_1^{(\ell)}(j) + \cdots + v_{s_\ell}^{(\ell)}(j) \), let \( v_i^{(\ell)} = \beta_1v_i^{(\ell)}(1) + \cdots + \beta_nv_i^{(\ell)}(n) \) and let \( N^{(\ell)} = \beta_1N^{(\ell)}(1) + \cdots + \beta_nN^{(\ell)}(n) \). For \( a + 1 \leq \ell \leq e \), let \( P_1^{(\ell)} \cdots P_1^{(\ell)} \) be all points of \( F \) on \( G \) over \( P_1^{(\ell)} \), and let \( \mu_i^{(\ell)} \) be the multiplicity of \( F \) at
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5.11

The structure of the divisor class group $C_\ell(V)$ is given by the following:

**Theorem.** With the notations as above, the divisor class group $C_\ell(V)$ is isomorphic to:

$$\{\mathbb{Z}^e(1) + \cdots + \mathbb{Z}^e(n)\mid (\sum_{\ell=1}^{a} N^{(\ell)}(j) e^{(\ell)} + \sum_{\ell=a+1}^{e} M^{(\ell)}(j) e^{(\ell)}; 1 \leq j \leq n)\}.$$ 

**Proof.** Embed $V_0 := \mathbb{A}^2$ into the projective plane $\mathbb{P}^2_k$ as a complement of a line $\ell_\infty$. For $1 \leq \ell \leq e$, let $E^{(\ell)}_1, \ldots, E^{(\ell)}_q$ be all exceptional curves which arise from the standard transformation of $V_0$ with respect to a triplet $(P^{(\ell)}_1, F, G)$ (or $(P^{(\ell)}_1, G, F)$), where $q = N^{(\ell)}$ (or $M^{(\ell)}$). Let $\tau : W \to \mathbb{P}^2_k$ be the composition of standard transformations of $\mathbb{P}^2_k$ with respect to triplets $(P^{(\ell)}_1, F, G)$ for $1 \leq \ell \leq a$ and triplets $(P^{(\ell)}_1, G, F)$ for $a + 1 \leq \ell \leq e$. Then it is easy to see that the divisor

$$(g_j)_W = \left\{ \sum_{\ell=1}^{a} N^{(\ell)}(j) E^{(\ell)}_{N^{(\ell)}} + \sum_{\ell=a+1}^{e} M^{(\ell)}(j) E^{(\ell)}_{M^{(\ell)}} \right\} \quad (1 \leq j \leq n)$$

has support on $\tau'(G_j), \tau'(\ell_\infty), E^{(\ell)}_1, \ldots, E^{(\ell)}_q$ ($q = N^{(\ell)}$ or $M^{(\ell)}$) for $1 \leq \ell \leq e$. Hence we have:

$$(g_j)_V = \sum_{\ell=1}^{a} N^{(\ell)}(j) e^{(\ell)} + \sum_{\ell=a+1}^{e} M^{(\ell)}(j) e^{(\ell)} \sim 0$$

as a divisor on $V$ for $1 \leq j \leq n$.

Now, let $C$ be an irreducible curve on $V$ such that $\pi(C)$ is not a point, and let the closure of $\pi(C)$ on $V_0$ be defined by $h = 0$ with $h \in k[x, y]$. Then, by considering the divisor $(h)_W$ on $W$, we easily see that $C$ is
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linearly equivalent to an integral combination of \(e^{(1)}, \ldots, e^{(e)}\). Hence, by setting

\[
g := \{Z^{(1)} + \cdots + Z^{(e)}]/\left\{ \sum_{\ell=1}^{a} N^{(\ell)}(j)\overline{e}^{(\ell)} + \sum_{\ell=a+1}^{e} M^{(\ell)}(j)\overline{e}^{(\ell)}; 1 \leq j \leq n \right\}
\]

we have a surjective homomorphism:

\[
\theta : g \to C \ell(V); \theta(\overline{e}^{(\ell)}) = e^{(\ell)}(1 \leq \ell \leq e).
\]

We shall show that \(\theta\) is an isomorphism. Assume that \(\text{Ker} \theta \neq (0)\), and let \(d_1\overline{e}^{(1)} + \cdots + d_e\overline{e}^{(e)}\) be a nonzero element of \(\text{Ker} \theta\). Then \(d_1 e^{(1)} + \cdots + d_e e^{(e)} = (t)_V\) on \(V\), where \(t \in k(V)\) such that \(t \notin k\). Then we may write \((t)_{V_0} = \sum_i m_i \overline{C}_i\) with irreducible curves \(\overline{C}_i\) on \(V_0\) and nonzero integers \(m_i\). Let \(t_i \in k[x, y]\) be such that \(\overline{C}_i\) is defined by \(t_i = 0\), and write:

\[
(t_i)_V = \pi' (\overline{C}_i) + \sum_{\ell=1}^{e} b_{i\ell} e^{(\ell)} \quad \text{with} \quad b_{i\ell} \in \mathbb{Z}.
\]

Then, since \(t = C \prod_i m_i^{b_{i\ell}} \) with \(c \in k^*\) we have:

\[
(t)_V = \sum_i (m_i \pi' (\overline{C}_i) + \sum_{\ell=1}^{e} m_i b_{i\ell} e^{(\ell)}) = \sum_{\ell=1}^{e} d_{\ell} e^{(\ell)}.
\]

Hence we know that \(\pi'(\overline{C}_i) = \phi\) for every \(i\). This implies that every \(\overline{C}_i\) must coincide with one of \(G_j\)’s \((1 \leq j \leq n)\), i.e., \((t)_V\) is an integral combination of \((g_j)_V\)’s. Hence \(d_1\overline{e}^{(1)} + \cdots + d_e\overline{e}^{(e)} = 0\) in \(g\). This is a contradiction.

\(\square\)

5.12

The affine \(k\)-domain \(A = k[x, y, \frac{f}{g}]\) is a unique factorization domain if and only if \(C \ell(V) = (0)\). We have the following two consequences of...
5.12.1

Corollary. With the notations of 5.10, if \( e > n \) then \( A \) is not a unique factorization domain.

5.12.2

Corollary. Assume that \( g \) is irreducible and that \( F \cap G \neq \phi \). Then \( A \) is a unique factorization domain if and only if the curves \( F \) and \( G \) meet each other in only one point where they intersect transversely.

5.13

Let \( A^* \) be the group of all invertible elements of \( A = k[x, y, \frac{f}{g}] \). Then \( A^* \) contains \( k^* = k - (0) \) as a subgroup. By virtue of Miyanishi [32; Remark 2, p.174] we know that \( A^*/k^* \) is a free \( \mathbb{Z} \)-module of finite rank and \( A^* \) is isomorphic to a direct product of \( k^* \) and \( A^*/k^* \). The purpose of the present and the next paragraphs is to determine the group \( A^*/k^* \).

Let \( H \) be the subgroup of \( \mathbb{Z}e^{(1)} + \cdots + \mathbb{Z}e^{(e)} \) generated by

\[
\left\{ \sum_{\ell=1}^{a} N^{(\ell)}(j)e^{(\ell)} + \sum_{\ell=1}^{e} M^{(\ell)}(j)e^{(\ell)}; 1 \leq j \leq n \right\}.
\]

Let \( T_1, \ldots, T_n \) be \( n \)-indeterminates, and let \( \eta : \mathbb{Z}^{(n)} := \mathbb{Z}T_1 + \cdots + \mathbb{Z}T_n \to H \) be a homomorphism such that, for \( 1 \leq i \leq n \),

\[
\eta(T_i) = \sum_{\ell=1}^{a} N^{(\ell)}(i)e^{(\ell)} + \sum_{\ell=1}^{e} M^{(\ell)}(i)e^{(\ell)}.
\]

Let \( L \) be the kernel of \( \eta \), and define a homomorphism \( \xi : L \to K^* \) (where \( K = k(x, y) \)) by

\[
\xi(\gamma_1 T_1 + \cdots + \gamma_n T_n) = g_{\gamma_1} \cdots g_{\gamma_n}, \quad \text{where} \quad \gamma_i \in \mathbb{Z}.
\]

Then we have the following:

Lemma. The homomorphism \( \xi \) induces an isomorphism \( \widetilde{\xi} : L \to A^*/k^* \).
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**Proof.** (1) Since \((g_i)_V = \sum_{\ell=1}^{a} N^{(\ell)}(j)e^{(\ell)} + \sum_{\ell=a+1}^{e} M^{(\ell)}(j)e^{(\ell)} = \eta(T_i)\) for \(1 \leq i \leq n\), we have:

\[\eta(\gamma_1 T_1 + \cdots + \gamma_n T_n) = (g_1^{\gamma_1} \cdots g_n^{\gamma_n})_V.\]

Therefore, if \(\gamma_1 T_1 + \cdots + \gamma_n T_n \in L\) then \(g_1^{\gamma_1} \cdots g_n^{\gamma_n}\) is an invertible element of \(A\), which is a constant if and only if \(\gamma_1 = \ldots = \gamma_n = 0\).

Thus, \(\xi\) induces a monomorphism \(\xi: L \to A^*/k^*\).

(2) Let \(t\) be a non-constant invertible element of \(A\). Write \((t)_V_0 = \sum_i m_i C_i\) with irreducible curves \(C_i\) and nonzero integers \(m_i\). Let \(C_i\) be defined by \(t_i = 0\) with \(t_i \in k[x, y]\). As in the proof of 5.11, write:

\[(t_i)_V = \pi'(C_i) + \sum_{\ell=1}^{e} b_{i\ell} e^{(\ell)} \quad \text{with} \quad b_{i\ell} \in \mathbb{Z}.\]

Then we have:

\[(t)_V = \sum_i \left\{ m_i \pi'(C_i) + \sum_{\ell=1}^{e} m_i b_{i\ell} e^{(\ell)} \right\} = 0.\]

Hence we have \(\pi'(C_i) = \phi\) for every \(i\). This implies that \(C_i\) must coincide with one of \(G_j\)'s. Hence we could write:

\[(t)_V_0 = \sum_{j=1}^{n} m_j G_j\]

where \(m_j\) may be zero. Then \(t = cg_1^{m_1} \cdots g_n^{m_n}\) with \(c \in k^*\). It is then clear that \(m_1 T_1 + \cdots + m_n T_n \in L\) and \(\xi(m_1 T_1 + \cdots + m_n T_n) = t/c\).

Therefore, \(\xi: L \to A^*/k^*\) is an isomorphism.

\[\square\]

**5.14**

By virtue of 5.11 and 5.13 we have the following:
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**Theorem.** Assume that $V$ has only isolated singularities. Then we have the following exact sequence of $\mathbb{Z}$-modules:

$$0 \to A^*/k^* \to \mathbb{Z}^{(n)} \to \mathbb{Z}^{(e)} \to Cl(V) \to 0,$$

where $\mathbb{Z}^{(r)}$ stands for a free $\mathbb{Z}$-module of rank $r$; $n$ is the number of distinct irreducible factors of $g$; $e$ is the number of distinct points of $F \cap G$.

5.15

**Remarks.**

(1) It is clear from 5.14 that if $g$ is irreducible then $A^* = k^*$.

(2) $\text{rank}(Cl(V)) - \text{rank}(A^*/k^*) = e - n$.

(3) Though we proved Theorem 5.14 under the assumption that $F \cap G \neq \emptyset$ it is clear that the theorem is valid also in the case $F \cap G = \emptyset$.

5.16

From now on in the remaining paragraphs of this section we assume that the characteristic of $k$ is zero. Assume that $A := k[x, y, \frac{f}{g}]$ is normal and $A$ has a nontrivial locally nilpotent $k$-derivation $D$ (cf. (1.1)). By virtue of 1.2 we know that $D$ defines a nontrivial action of the additive group scheme $G_a, k$ on $V$ and vice versa. Then we have the following:

**Lemma cf. 1.3.1, 1.6.** The subring $A_0$ of $D$-constants is a finitely generated, normal, rational $k$-domain of dimension 1.

**Proof.** The fact that $A_0$ is rational over $k$ follows from Lüroth’s theorem. □

5.17

By virtue of the previous lemma we may write $A_0 = k[t, \frac{1}{h(t)}]$ with $h(t) \in k[t]$; $U := \text{Spec}(A_0)$ is an open set of the affine line $A^1_k$. Let
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$q : V \to U$ be the morphism defined by the canonical inclusion $A_0 \hookrightarrow A$. For almost all elements $\alpha$ of $k$ such that $h(\alpha) \neq 0$, the fiber $q^{-1}(\alpha)$ is a $G_a$-orbit with respect to the $G_a$-action on $V$ corresponding to $D$, and hence $q^{-1}(\alpha)$ is isomorphic to the affine line $A^1_k$. Let $\rho : V' \to V$ be the minimal resolution of singularities of $V$. As we saw in Section 5.9, singular points of $V$ are rational double points. Hence, $\rho$ is a composition of quadratic transformations with centers at singular points. Let $q' := q \cdot \rho : V' \to U$. Almost all fibers of $q'$ are therefore isomorphic to the affine line $A^1_k$. Now we shall prove the following:

**Lemma.** There exists a nonsingular projective surface $W$ and a surjective morphism $p : W \to \mathbb{P}^1_k$ satisfying the following conditions:

1. Almost all fibers of $p$ are isomorphic to $\mathbb{P}^1_k$.
2. There exists an open immersion $l : V' \to W$ such that $p \cdot l = \overline{l} \cdot q'$, where $\overline{l} : U \subseteq \mathbb{P}^1_k$ is the canonical open immersion via $U \subseteq A^1_k := \text{Spec}(k[t])$.
3. The fibration $p$ has a cross-section $S$ such that $S \subset W - l(V')$.

**Proof.** Let $\overline{V}$ be a nonsingular projective surface containing $V'$ as an open set. Then, a sub field $k(t)$ of $k(V') = k(\overline{V})$ defines a linear pencil $\Lambda$ of effective divisors on $\overline{V}$ such that a general member of $\Lambda$ cuts out a general fiber of $q'$ on $V'$. The base points of $\Lambda$ are situated on $\overline{V} - V'$. Let $\theta : W \to \overline{V}$ be the shortest succession of quadratic transformations of $\overline{V}$ with centers at the base points of $\Lambda$ such that the proper transform $\overline{\Lambda}$ of $\Lambda$ by $\theta$ has no base points, and let $p : W \to \mathbb{P}^1_k$ be the morphism defined by $\Lambda$. Since $V'$ is naturally embedded into $W$ as an open set, let $l : V' \to W$ be the natural open immersion. Then it is not hard to see that $p : W \to \mathbb{P}^1_k$ and $l : V' \to W$ satisfy the conditions (1), (2) and (3) of Lemma. □

---

4For the existence of the minimal resolution of singularities of $V$, we refer to Lipman [30; Th. 4.1].
5Since $k$ is assumed to be of characteristic zero there would not be a confusion of notations.
5.18

Lemma 2.2 applied to the fibration \( p : W \to \mathbb{P}^1_k \) implies the following:

Lemma. Write \( W - l(V') = \bigcup_{i=1}^r C_i \) with irreducible curves \( C_i \). Then we have:

(1) Every \( C_i \) is isomorphic to \( \mathbb{P}^1_k \).

(2) For \( i \neq j \), \( C_i \) and \( C_j \) meet each other (if at all) in a single point where they intersect transversely.

(3) For three distinct indices \( i, j \) and \( \ell \), \( C_i \cap C_j \cap C_\ell = \emptyset \).

(4) \( \bigcup_{i=1}^r C_i \) does not contain any cyclic chains.

Proof. Note that one of \( C_i \)'s is the cross-section \( S \) and the other components are contained in the fibers of \( p \). Noting that \( S \) is isomorphic to \( \mathbb{P}^1_k \), we obtain readily the above assertions from Lemma 2.2. \( \square \)

5.19

Let \( V_0 := \text{Spec}(k[x, y]) \), and let \( F, G \) be as in 5.2. Let \( G_j(1 \leq j \leq n) \) be as in 5.10. Embed \( V_0 \) into the projective plane \( \mathbb{P}^2_k \) as the complement of a line \( \ell_\infty \), and let \( \overline{F}, \overline{G}, \overline{G}_j(1 \leq j \leq n) \) be the closures of \( F, G, G_j \) in \( \mathbb{P}^2_k \), respectively. Let \( \tau : Z \to \mathbb{P}^2_k \) be a composition of the standard transformations of \( \mathbb{P}^2_k \) with respect to triplets \((P, F, G)\) (or \((P, G, F)\)), where \( P \) runs over all points of \( F \cap G \). Then we know that \( V' \) is embedded into \( Z \) as an open set. We may assume, by replacing \( W \) if necessary by a surface which is obtained from \( W \) by a succession of the quadratic transformations, that there exists a birational morphism \( \varphi : W \to Z \) such
that we have the following commutative diagram:

5.20

**Lemma.** (1) With the notations of 5.19, $(\tau\varphi)'(\overline{G_j})$ is contained in a fiber of $p$ for $1 \leq j \leq n$; in particular, $(\tau\varphi)'(\overline{G_j})$ is isomorphic to $\mathbb{P}^1$. 

(2) Let $P_1 \in F \cap G$. Assume that $F$ is nonsingular at $P_1$ but $G$ is singular at $P_1$. Then, with the notations of the Figure 1 of 5.2, $\varphi'(E_1), \ldots, \varphi'(E_{N-1})$ are contained in one and only one fiber of $p$.

**Proof.** (1) We know by virtue of 5.17 that if $\lambda$ is a general member of $p$ then $\lambda_{V'} := \Gamma^{-1}(\lambda \cap l(V'))$ is isomorphic to the affine line $\mathbb{A}^1_k$; we also know that $\pi'(G_j) = \phi$ for $1 \leq j \leq n$. Hence, $\lambda_{V'} \cap (\pi\rho)'(\overline{G_j}) = \phi$. This implies that if $(\tau\varphi)'(\overline{G_j}) \cap \lambda \neq \phi$ then $\lambda$ meets $(\tau\varphi)'(\overline{G_j})$ at some of finitely many points of $(\tau\varphi)'(\overline{G_j})$ which are independent of choice of $\lambda$. However, this is impossible because $\lambda$ is a general member of an irreducible linear pencil on $W$ free from base points. Hence $(\tau\varphi)'(\overline{G_j}) \cap \lambda = \phi$. This implies that $(\tau\varphi)'(\overline{G_j})$ is contained in a fiber of $p$ for $1 \leq j \leq n$. The fact that $(\tau\varphi)'(\overline{G_j})$ is isomorphic to $\mathbb{P}^1_k$ follows from Lemma 2.2.
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(2) By construction of $V$ and $V'$ (cf.

we know that $\varphi'(E_i) \cap l(V') = \phi$ for $1 \leq i \leq N - 1$. Hence, for each $i$ with $1 \leq i \leq N - 1$, a general fiber $\lambda$ of $p$ meets $\varphi'(E_i)$ at some of finitely many points of $\varphi'(E_i)$ which are independent of choice of $\lambda$. By the same reason as in (1) above we know that $\varphi'(E_i)$ is contained in a fiber of $p$. Since

$\varphi'(E_1), \ldots, \varphi'(E_{N-1})$ are connected they are contained in one and only one fiber of $p$. 

□

Note that, with the notations of the assertion (2) above, a general fiber $\lambda$ of $p$ may intersect $\varphi'(E_n)$.

5.21

Lemma. (1) For $1 \leq j \leq n$, $G_j$ has only one place at infinity; every singular point of $G_j$ is a one-place point.

(2) For distinct $i, j$ ($1 \leq i, j \leq n$), $G_i \cap G_j = \phi$.

Proof. Let $\Lambda_Z$ be the linear pencil on $Z$ defined by a subfield $k(t) = k(\mathbb{P}^1)$ of $k(Z) = k(W)$, the inclusion $k(t) \hookrightarrow k(Z)$ corresponding to $p$. A general member of $\Lambda_Z$ cuts out on $V'$ a curve of the form $\lambda V'$, where $\lambda$ is a fiber of $p$. Hence, if $\Lambda_Z$ has base points they are centered at a point on $\tau'(\ell_\infty)$. If $\varphi$ is not an isomorphism, we may assume without loss of generality that $\varphi$ is the shortest succession of quadratic transformations with centers at base points of $\Lambda_Z$ (including infinitely near base points) such that the proper transform of $\Lambda_Z$ by $\varphi$ has no base points. Then every singular point of $G_j$ ($1 \leq j \leq n$) lies on the curve $F$; indeed, if otherwise, $(\tau \varphi)'(G_j)$ has a singular point, which contradicts Lemma 5.20 (1). Now, if $G_j$ has two or more places at infinity then $W - l(V')$ would contain a cyclic chain because $l(V') \cap ((\tau \varphi)'(G_j) \cup \varphi^{-1}(\tau'(\ell_\infty))) = \phi$, which contradicts Lemma 5.18. Thus, $G_j(l \leq j \leq n)$ has only one place at infinity. If $G_j$ has a singular point $P$ which is not a one-place point, then $P_1 \in G_j \cap F$ as remarked above and, with the notations of the Figure 1 of 5.4 $(\tau \varphi)'(G_j) \cup \varphi'(E_1) \cup \ldots \cup \varphi'(E_{N-1})$ would contain a cyclic chain. Since $(\tau \varphi)'(G_j)$ and $\varphi'(E_l)(1 \leq l \leq N - 1)$ are contained in $W - l(V')$ this is a contradiction to Lemma 5.18. Thus, every singular
point of $G_j$ is a one-place point. Similarly, if $G_i \cap G_j \neq \phi(i \neq j)$ then $W - l(V')$ would contain a cyclic chain. Thus, $G_i \cap G_j = \phi$ for $i \neq j$. □

5.22

**Lemma.** For $1 \leq j \leq n$, the curve $G_j$ is nonsingular.

**Proof.** As remarked in the proof of Lemma 5.21 if $P$ is a singular point of $G_j$ then $P \in F \cap G_j$. Then, in a neighborhood of $\tau^{-1}(P)$, $\tau^{-1}(F \cup G_j)$ must have the following configuration as in the Figure 1 of 5.4:

![Configuration Diagram](image)

where $\varphi'(E_1), \ldots, \varphi'(E_{N-1})$ and $(\tau \varphi)'(\overline{G_j})$ belong to the same fiber of $p$. Note that $N \geq s + 1$ since $P$ is a singular point of $G_j$ and that $(\tau \varphi)'(\overline{G_j})$ intersects $\varphi'(E_s)$ transversely in one point. Assume that $\nu_b \geq 2$ and $\nu_{b+1} = \ldots = \nu_s = 1$ (cf. 5.4 for the notations). Such $b$ exists because $P$ is a singular point of $G_j$ and $(\varphi'(E_s) \cdot (\tau \varphi)'(\overline{G_j})) = 1$. Then it is not hard to show that $s = b + 1$ and we have the configuration:

![Configuration Diagram](image)

where $\tau'(\overline{G_j})$ touches $E_{s-1}$ with $(\tau'(\overline{G_j}) \cdot E_{s-1}) = \nu_b - 1 \geq 1$. This contradicts Lemma 2.2. Therefore, the curve $G_j$ is nonsingular. □

5.23

**Theorem.** Assume that $V$ has only isolated singularities. Then $A$ has a nontrivial locally nilpotent $k$-derivation if and only if we have $g \in k[y]$ after a suitable change of coordinates $x, y$ of $k[x, y]$. 
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**Proof.** Assume that $g \in k[y]$ after a suitable change of coordinates $x, y$ of $k[x, y]$. Then $D = g \frac{\partial}{\partial x}$ is a nontrivial locally nilpotent $k$-derivation on $A$. We shall prove the converse. With the notations of $5.16$ to $5.22$, $G_j(1 \leq j \leq n)$ is a nonsingular rational curve with only one place at infinity (cf. $5.20$, $5.21$, and $5.22$). Hence, $G_j$ is isomorphic to the affine line $A^1_k$. By virtue of the Embedding theorem of Abhyankar-Moh (cf. $1.1$), we may assume that $g_1 = y$ after a suitable change of coordinates $x, y$ of $k[x, y]$. Then, for $2 \leq j \leq n$, $g_j$ is written in the form $g_j = c_j + yh_j$ with $c_j \in k$ and $h_j \in k[x, y]$ because $G_j \cap G_1 = \phi$ (cf. $5.21$, $(2)$). On the other hand, by virtue of the Irreducibility theorem (cf. $1.1$), the fact that $G_j$ has only one place at infinity implies that the curve $g_j = \alpha$ on $A^2_k$ is irreducible for every $\alpha \in k$. Therefore, $h_j$ is a constant $\in k$. Thus $g \in k[y]$. □

**5.24**

We know by virtue of Theorem $1.3.1$ that $A$ is isomorphic to a polynomial ring over $k$ if and only if $A$ satisfies the following conditions:

1. $A$ is a unique factorization domain,
2. $A^* = k^*$,
3. $A$ has a nontrivial locally nilpotent $k$-derivation.

The condition (1) above can be described as follows:

**Lemma.** Assume that $A := k[x, y, \frac{f}{g}]$ satisfies the conditions (2) and (3) above. We may assume that $g \in k[y]$ after a suitable change of coordinates $x, y$ of $k[x, y]$. Write: $f(x, y) = a_0(y) + a_1(y)x + \cdots + a_r(y)x^r$ with $a_i(y) \in k[y]$ $(0 \leq i \leq r)$. Then $A$ is a unique factorization domain if and only if $a_1(y)$ is a unit modulo $gk[x, y]$ and $a_i(y)$ is nilpotent modulo $gk[x, y]$ for $2 \leq i \leq r$.

**Proof.** Assume that $A$ is a unique factorization domain. With the notations of $5.10$, we have $a = 0$ because every $G_j(1 \leq j \leq n)$ is nonsingular and $G_j \cap G_i = \phi$ if $i \neq j$. By virtue of $5.14$, we have $e = n$. Theorem $5.11$
then implies that every $G_j$ intersects $F$ transversely. This is easily seen to be equivalent to the condition on $f(x, y)$ in the above statement. The “if” part of Lemma will be clear by the above argument and Theorem 5.21.

5.25

Finally, we shall prove the following:

**Theorem cf. Russell [49] and Sathaye [52] in case $m = 1$; cf. Wright [56] in case $m > 1**. Let $k$ be an algebraically closed field of characteristic zero and let $k[x, y]$ be a polynomial ring over $k$ in two variables $x$ and $y$. Let $f$ and $g$ be two nonzero elements of $k[x, y]$ such that:

1. $f$ and $g$ have no nonconstant common factors;
2. let $B := k[x, y, w]/(gw^m - f)$ with a variable $w$ and an integer $m \geq 1$; then $B$ is isomorphic to a polynomial ring over $k$. Then there exist $\phi, \psi \in k[x, y, w]$ such that $k[x, y, w] = k[\phi, \psi, gw^m - f]$.

**Proof.** We shall prove the theorem only in the case where $m > 1$; for the case where $m = 1$, see the original proofs. Our proof consists of four steps.

(I) Let $A := k[x, y, z]/(gz - f)$. Let $V := \text{Spec}(A)$ and $W := \text{Spec}(B)$. By assigning $x, y, w^m$ to $x, y, z$, respectively we have an inclusion $A \hookrightarrow B$, which defines in turn a morphism $g : W \rightarrow V$. Let $g$ be the group of $m$-th roots of unity; $g$ is identified with a cyclic group $\mathbb{Z}_m$ of order $m$. Note that $g$ acts on $W$ via $(x, y, w) \mapsto (x, y, \xi w)$ for $\xi \in g$. It is readily ascertained that $A$ is the subring of $g$-invariants in $B$ and that the morphism $q : W \rightarrow V$ is the quotient morphism for the above-defined action of $g$ on $W$.

(II) For the moment, assume only that $W$ is nonsingular. By applying the Jacobian criterion of singularity to $W$ we easily see that:

1° the curve $F$ on $\mathbb{A}_k^2 := \text{Spec}(k[x, y])$ defined by $f = 0$ is a nonsingular curve;
2° let $G$ be the curve on $\mathbb{A}^2_k$ defined by $g = 0$; then, if $G$ intersects $F$ at a point $P$, either $G$ is singular at $P$ or $G$ intersects $F$ transversely at $P$.

This implies by virtue of 5.3 that if $W$ is nonsingular then $V$ is nonsingular as well. Let $\pi : V \to \mathbb{A}^2_k$ be a morphism defined by $(x, y, z) \mapsto (x, y)$. Note that $(\pi q)^{-1}(Q) \neq \emptyset$ and $\pi^{-1}(Q) \neq \emptyset$ for every point $Q$ on $F$, and that the proper transform $\pi'(F)$ of $F$ on $V$ is defined by $z = 0$. Moreover, note that the morphism $q : W \to V$ is a finite morphism, which is unramified at every point $P$ of $V$ with $P \notin \pi'(F)$ and totally ramified on the curve $\pi'(F)$.

(III) Assume now that $W$ is isomorphic to the affine plane $\mathbb{A}^2_k$. Then $g$ is a finite subgroup of $\text{Aut}_k W$. Since $V$ is nonsingular as seen in the step (II), Proposition 5.7 implies that $V$ is isomorphic to the affine plane $\mathbb{A}^2_k$ as well. We shall show that $F$ is isomorphic to the affine line $\mathbb{A}^1_k$. Write $W := \text{Spec}(k[u, v])$. Since $g$ is conjugate to a finite subgroup of $\text{GL}(2, k)$ (cf. 3.5) and since a finite subgroup of $\text{GL}(2, k)$ isomorphic to $\mathbb{Z}_m$ is diagonalizable, we may assume that $g$ acts on $W$ via

$$\xi \begin{pmatrix} u \\ v \end{pmatrix} = \begin{pmatrix} \xi^i \\ 0 \end{pmatrix} \begin{pmatrix} u \\ v \end{pmatrix}$$

where $\xi \in g$ and $i, j \in \mathbb{Z}_m$. Since $q : W \to V$ is totally ramified over $\pi'(F)$, every point of the ramification locus of $q$ is fixed by $g$. Hence either $i = 0$ or $j = 0$. We may assume that $i = 0$. Then the curve $R$ on $W$ defined by $v = 0$ is the ramification locus of $q$. Since $\pi'(F) = q(R)$ and $\pi'(F)$ is isomorphic to $R$, we know that $\pi'(F)$ is isomorphic to the affine line. Therefore, $F$ is an irreducible nonsingular rational curve with only one place at infinity (cf. the step (II)). Thus, $F$ is isomorphic to the affine line $\mathbb{A}^1_k$.

(IV) By virtue of the Embedding theorem (cf. 1.1) we may assume that $f = x$. On the other hand, since $V$ is isomorphic to the affine plane $\mathbb{A}^2_k$, we know by virtue of Lemma 5.24 and its proof that the curve $G$ is nonsingular, each connected component of $G$ is isomorphic to $\mathbb{A}^1_k$ and $F$ intersects each connected component of
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G transversely at a single point. Therefore, we may assume that \( g \in k[y] \) (cf. 13.5.2). Then it is easily verified that \( k[x, y, w] = k[y, z, gw^m - f] \).

\[ \Box \]

6 Certain affine plane curves with two places at infinity

6.1

The results of this section were worked out jointly by T. Sugie and the lecturer (cf. Miyanishi and Sugie [37]). Throughout the section the ground field \( k \) is assumed to be an algebraically closed field of characteristic zero. Our ultimate purpose is to prove the following:

**Theorem.** Let \( f \) be an irreducible element of a polynomial ring \( k[x, y] \) and let \( C_\alpha \) be the curve on \( \mathbb{A}^2_k := \text{Spec}(k[x, y]) \) defined by \( f = \alpha \) for \( \alpha \in k \). The, after a suitable change of coordinates \( x, y \) of \( k[x, y] \), \( f = c(x^dy^e - 1) \) for \( c \in k^* \) and positive integers \( d \) and \( e \) with \( (d, e) = 1 \) if and only if the following conditions are satisfied:

1. \( f \) is a field generator (cf. 2.4.1).
2. \( C_\alpha \) has exactly two places at infinity for almost all \( \alpha \in k \).
3. \( C_\alpha \) is connected for every \( \alpha \in k \).

6.2

Let \( V \) be a nonsingular projective surface defined over \( k \) and let \( \Lambda \) be an irreducible linear pencil on \( V \) whose general members are rational curves. Let \( B \) be the set of (ordinary) base points of \( \Lambda \). We assume that each point of \( B \) is a one-place point of a general member of \( \Lambda \). A reducible member \( \Delta \) of \( \Lambda \) is said to be linear if the following conditions are satisfied:
(i) every irreducible component of $\Delta$ is isomorphic to $\mathbb{P}^1_k$,

(ii) two distinct irreducible components of $\Delta$ meet each other (if at all) transversely in a single point,

(iii) three distinct irreducible components of $\Delta$ have no points in common,

(iv) the weighted graph of $\Delta$ is a linear chain.

An irreducible component $D$ of a linear reducible member $\Delta$ of $\Lambda$ is called a terminal component if $D$ meets only one irreducible component of $\Delta$ other than $D$. An irreducible curve $S$ on $V$ is called a quasi-section of $\Lambda$ if $S$ is not contained in any member of $\Lambda$ and $\Lambda$ has no base points on $S$; a quasi-section of $\Lambda$ is called a section of $\Lambda$ if $(C \cdot S) = 1$ for a general member $C$ of $\Lambda$.

6.3 Lemma. With the notations and assumptions of 6.2, let $\Delta := n_0D_0 + n_1D_1 + \cdots + n_rD_r$ be a linear reducible member of $\Lambda$ with irreducible components $D_i$ and integers $n_i > 0$. Assume that the following conditions are satisfied:

1. $D_0 \cap B = \{P\}$ and $P \notin D_i$ for $1 \leq i \leq r$;
2. $(D_0^2) = p > 0$ and $D_0$ is not a terminal component of $\Delta$;
3. $(D_i^2) < 0$ for $1 \leq i \leq r$ and $(D_i^2) < -1$ whenever $D_i \cap B = \phi$.

Then the multiplicity $n_0$ of $D_0$ in $\Delta$ is equal to 1. Furthermore, $(C \cdot D_0) = i(C, D_0; P) = p + 1$.

Proof. Our proof consists of six steps.

1. Let $C$ be a general member of $\Lambda$. Let $e := (C \cdot D_0) = i(C, D_0; P)$ and $\nu := \text{mult}_PC$. Let $P_0 := P, P_1, \ldots, P_P$ be points on $D_0$ over $P_0$, where $P_1$ is an infinitely near point of $P_{i-1}$ of order one for
Let $\sigma : V' \to V$ be a succession of quadratic transformations of $V$ with centers at $P_0, \ldots, P_p$, let $C' := \sigma'(C)$ and let $D'_0 := \sigma'(D_0)$. Then $\sigma^{-1}(D_0)$ has the configuration as follows:

(II) Note that $P$ is a one-place point of $C$. We shall show that $C'$ meets $E_{p+1}$. Assume the contrary, i.e., $E_{p+1} \cap C' = \emptyset$. Let $\Lambda'$ be the proper transform of $\Lambda$ by $\sigma$ and let $\Delta'$ be the member of $\Lambda'$ corresponding to $\Delta$. Then it is easily ascertained that:

1° $\Lambda'$ is spanned by $\Delta'$ and $C'$;
2° $D'_0$ and $E_{p+1}$ are irreducible components of $\Delta'$;
3° there exist no base points of $\Lambda'$ on $D'_0$ and $E_{p+1}$.

Let $\tau : V' \to \overline{V}$ be the contraction of $D'$, let $\overline{\Lambda}$ be the proper transform of $\Lambda'$ and $\overline{\Delta} := \tau(\Lambda')$ be the member of $\overline{\Lambda}$ corresponding to $\overline{\Delta}$. Then $\overline{\Delta}$ has three irreducible components meeting each other in one point, which is not a base point of $\overline{\Lambda}$. This is a contradiction (cf. 2.3 (3)). Thus we know that $C' \cap E_{p+1} \neq \emptyset$.

(III) With the notations of the step (II), we shall show that $E_{p+1}$ is not a component of $\Delta'$. Assume the contrary, and let $Q := \overline{C'} \cap E_{p+1}$.

---

$^8$Let $\sigma_1 : V_1 \to V$ be the quadratic transformation of $V$ with center at $P$. Then $P_1 = \sigma_1'(D_0) \cap \sigma_1^{-1}(P_0)$. For $2 \leq i \leq p$, define inductively the quadratic transformation $\sigma_i : V_i \to V_{i-1}$ of $V_i$ with center at $P_{i-1}$. Then $P_i = (\sigma_1 \cdots \sigma_i)'(D) \cap \sigma_i^{-1}(P_{i-1})$. 

If \( Q \neq D'_0 \cap E_{p+1} \) we would have a contradiction by contracting \( D'_0 \) (cf. 2.3 (3)). Hence \( Q = D'_0 \cap E_{p+1} \). However this is again a contradiction because of the condition (3) above (cf. 2.3 (4)).

(IV) We shall show that \( Q := C' \cap E_{p+1} \) is distinct from \( D'_0 \cap E_{p+1} \) and \( E_P \cap E_{p+1} \). Indeed, if \( Q = D'_0 \cap E_{p+1} \) we have a contradiction because of the condition (3) above (cf. 2.3 (4)). Assume that \( Q = E_P \cap E_{p+1} \). Note that \( E_1, \ldots, E_P \) are contained in one and only one member of \( \Lambda' \) other than \( \Delta' \) because \( E_i \cap \text{Supp}(\Delta') = \emptyset \) for \( 1 \leq i \leq p \). Then \( Q \) is a base point of \( \Lambda' \). This is a contradiction because \( Q \not\in \text{Supp}(\Delta') \).

(V) From the above arguments we know that \( E_{p+1} \) is a quasi-section of \( \Lambda' \) such that \((\Delta' \cdot E_{p+1}) = n_0 \). Assume that \( n_0 > 1 \). Then we have a ramified covering \( E_{p+1} \to \mathbb{P}_k^1 \) of degree \( n_0 \), which ramifies totally over at least three points of \( \mathbb{P}_k^1 \). By Hurwitz’s formula, we have:

\[
-2 \geq -2n_0 + 3(n_0 - 1) = n_0 - 3.
\]

This is a contradiction. Hence we obtain \( n_0 = 1 \).

(VI) Since \( P \) is a one-place point of \( C \), the fact that \( E_{p+1} \) is a quasi-section of \( \Lambda' \) implies that \( e = (p + 1)\nu \) and \( \nu = (C' \cdot E_{p+1}) \). Since \( \nu = n_0 = 1 \) we know that \( e = p + 1 \).

\( \square \)

6.4

In the paragraphs 6.4 ∼ 6.6 let the notations and assumptions be as in 6.2. Assume furthermore that \( \Lambda \) has a linear reducible member \( \Delta \) whose weighted graph is the following linear chain:

\[
\begin{array}{c}
G \quad \overset{p}{\longrightarrow} \quad M \quad \overset{q}{\longrightarrow} \quad H,
\end{array}
\]

where \( G, M \) and \( H \) are given respectively by
\[
G: \alpha_1 - 1 \quad \alpha_2 - 2 \quad \alpha_3 - 2 \quad \ldots \quad \alpha_r - 2 \quad \alpha_{r-1} - 2 \quad \alpha_r - 1
\]

\[
M: \beta_1 - 1 \quad \beta_2 - 2 \quad \beta_3 - 2 \quad \ldots \quad \beta_s - 2 \quad \beta_{s+1} - 2 \quad \beta_{s+1} - 1
\]

\[
H: \gamma_1 - 1 \quad \gamma_2 - 2 \quad \gamma_3 - 2 \quad \ldots \quad \gamma_t - 2 \quad \gamma_{t+1} - 2 \quad \gamma_{t+1} - 1
\]

\[\alpha_i, \beta_j \text{ and } \gamma_\ell \text{ being positive integers for } 1 \leq i \leq 2r, 1 \leq j \leq 2s + 1 \] and \[1 \leq \ell \leq 2t. G, M \text{ and } H \text{ are called respectively the left, the middle and the right branches of the weighted graph of } \Delta. \]

The absence of the left branch \( G \) (or the middle branch \( M \), or the right branch \( H \), resp.) is denoted by \( G = \varnothing \) (or \( M = \varnothing \), or \( H = \varnothing \), resp.). In the above graph the components of \( \Delta \) with self-intersection multiplicities \( p \) and \( q \) are denoted respectively by \( D_1 \) and \( D_2 \).

6.5 Lemma. Let the notations and assumptions be as in 6.2 and 6.4. Let \( n_i(i = 1, 2) \) be the multiplicity of \( D_i \) in \( \Delta \). Assume that \( B = \{P_1, P_2\} \) with \( P_1 \in D_1 \) and \( P_2 \notin \) the components of \( \Delta \) other than \( D_i \) for \( i = 1, 2 \), that \( n_1 \neq 1 \) and \( n_2 \neq 1 \), and that either \( p \leq 0 \) or \( q \leq 0 \). Then the following assertions hold true:

1. Either \( p \geq 0 \) or \( q \geq 0 \). Thus, in the assertions below we assume that \( q \geq 0 \) and \( p \leq 0 \).

2. If \( p < 0 \) and \( q \geq 0 \) then \( H = \varnothing \).

3. If \( p = 0 \) and \( q \geq 0 \) then either \( G = \varnothing \) or \( H = \varnothing \).

Proof. Let \( C \) be a general member of \( \Lambda \) and let \( e_i := (C \cdot D_i) = i(C, D_i; P_i) \) and \( v_i := \text{mult}_{P_i} C \) for \( i = 1, 2 \).
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(1) The assertion (1) follows from Lemma 2.3 (4).

(2) Consider first the case where $p < 0$ and $q > 0$. Assume that $H \neq \phi$. Then $D_2$ is not a terminal component of $\Delta$. Lemma 6.3 then tells us that $n_2 = 1$, which contradicts the assumption. Hence $H = \phi$. Consider next the case where $p < 0$ and $q = 0$. Assume that $H \neq \phi$. Let $\sigma : V' \to V$ be the quadratic transformation of $V$ with center at $P_2$. Let $\Lambda' := \sigma'(\Lambda)$, $C' := \sigma'(C)$, $D_2' := \sigma'(D_2)$, $E := \sigma^{-1}(P_2)$, $Q := E \cap C'$ and $\Delta' :=$ the member of $\Lambda'$ corresponding to $\Delta$. Then $\Lambda'$ is spanned by $C'$ and $\Delta'$. We shall show that $Q \notin D_2'$ and $E \notin \text{Supp}(\Delta')$, which imply that $e_1 = n_1 = 1$ and that $E$ is a quasi-section of $\Lambda'$ with $(C' \cdot E) = v_2$. If $Q \in D_2'$ then we would have a contradiction by Lemma 2.3 (4), regardless of whether or not $E \subset \text{Supp}(\Delta')$. Thus $Q \notin D_2$. If $E \subset \text{Supp}(\Delta')$ then we would have a contradiction by contracting $D_2'$ as in the proof of Lemma 6.3 because $D_2$ is not a terminal component of $\Delta$. Thus $E \subset \text{Supp}(\Delta')$. Since every member of $\Lambda'$ has a one-place point on $E$ and the characteristic of $k$ is zero, $E$ must be a cross-section of $\Lambda'$, i.e., $v_2 = n_2 = 1$. This is a contradiction. Hence we have $H = \phi$.

(3) Assume that $G \neq \phi$ and $H \neq \phi$. We shall first consider the case where $p = 0$ and $q > 0$. Let $\sigma : V' \to V$ be the quadratic transformation of $V$ with center at $P_1$. Let $\Lambda' := \sigma'(\Lambda)$, $C' := \sigma'(C)$, $D_1' := \sigma'(D_1)$, $E := \sigma^{-1}(P_1)$, $Q := E \cap C'$ and $\Delta' :=$ the member of $\Lambda'$ corresponding to $\Delta$. Then $\Lambda'$ is spanned by $C'$ and $\Delta'$. We shall show that $Q \notin D_1'$ and $E \notin \text{Supp}(\Delta')$, which imply that $e_1 = n_1 = 1$ and that $E$ is a quasi-section of $\Lambda'$ with $(C' \cdot E) = v_1$. If $Q \in D_1'$, Lemma 6.3 applied to $(V', \Lambda', \Delta', D_2 := \sigma'(D_2), P_2)$ instead of $(V, \Delta, \Delta_0, P)$ implies that $n_2 = 1$, which contradicts the assumption. Thus $Q \notin D_1'$. If $E \subset \text{Supp}(\Delta')$ we would have a contradiction by contracting $D_1'$ as in the proof of Lemma 6.3.

---

*If $E \notin \text{Supp}(\Delta')$ we can apply Lemma 6.3 in the stated form because $\Delta'$ is linear. However, if $E \subset \text{Supp}(\Delta')$, we have to strengthen Lemma 6.3 so as to apply it to the present situation. However, this is a very easy task; the given proof works without any modification.*
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because $D_1$ is not a terminal component of $\Delta$. Since every member of $\Lambda'$ has a one-place point on $E$ and the characteristic of $k$ is zero, $E$ must be a cross-section of $\Lambda'$, i.e., $\nu_1 = n_1 = 1$. This is a contradiction. Therefore, we know that either $G = \emptyset$ or $H = \emptyset$.

Consider next the case where $p = q = 0$. Let $\sigma : V' \rightarrow V$ be the composition of quadratic transformations of $V$ with centers at $P_1$ and $P_2$. Let $\Lambda' := \sigma'(\Lambda)$, $C' := \sigma'(C)$, $D'_i := \sigma'(D_i)$, $E_i := \sigma^{-1}(P_i)$, $Q_i := E_i \cap C'$ and $\Delta' :=$ the member of $\Lambda'$ corresponding to $\Delta$, where $i = 1, 2$. We have only to show that either $Q_1 \notin D'_1$ and $E_1 \notin \text{Supp}(\Delta')$ or $Q_2 \notin D'_2$ and $E_2 \notin \text{Supp}(\Delta')$; in either case we get a contradiction. If $Q_i \in D'_i (i = 1, 2)$ we have a contradiction by Lemma 2.3 (4), regardless of whether or not $E_i \subset \text{Supp}(\Delta')(i = 1, 2)$. Thus, either $Q_1 \notin D'_1$ or $Q_2 \notin D'_2$. Assume that $Q_1 \notin D'_1$. Then $E_1 \notin \text{Supp}(\Delta')$, for, if otherwise, we would have a contradiction by contracting $D'_1$ because $D_1$ is not a terminal component of $\Delta$. Similarly, we have $E_2 \notin \text{Supp}(\Delta')$ if $Q_2 \notin D'_2$.

□

6.6

Lemma. Let the notations and assumptions be as in 6.2 and 6.4. Assume that $B = \{P_2\}$ with $P_2 \in D_2$ and $P_2 \notin \text{the components of } \Delta$ other than $D_2$. Assume that the multiplicity $n_2$ of $D_2$ in $\Delta$ is not equal to 1. Then the following assertions hold true:

1. $p < 0$, and if $p \neq -1$ then $q \geq 0$.
2. If $p \leq -2$ then $H = \emptyset$.
3. If $p = -1$ then either $H = \emptyset$ or there exists a contraction $\rho$ of $V$ onto a nonsingular projective surface $W$ such that $\rho_*(\Lambda)$ is spanned by $\rho_*(C)$ and $\rho_*(\Delta)$ and that $\rho_*(\Delta)$ has the following weighted graph:

\[ \begin{array}{c}
q' \\
\rho(D_2) \\
\hline
H,
\end{array} \]
where $H$ is the same graph as in [6.2] and $q' = q + 1$ or $q + \alpha_1 + 1$; in the second case, any component in the graphs $G$ and $M$ as well as $D_1$ has multiplicity $> 1$ in $\Delta$.

**Proof.** Let $e_2 := (C \cdot D_2) = \langle C, D_2; P_2 \rangle$ and $\nu_2 := \text{mult}_{P_2} C$.

1. Since $D_1 \cap B = \phi$ we have $p = (D_2^2) < 0$ (cf. 2.3, (1)). If $p \neq -1$ we must have $q \geq 0$ by virtue of Lemma 2.3 (4).

2. Assume that $H \neq \phi$. Then $D_2$ is not a terminal component of $\Delta$. Since $n_2 \neq 1$ we must have $q \leq 0$ (cf. Lemma 6.3). Since $q \geq 0$ as shown above, we know that $q = 0$. The same argument as used to prove the assertion (2) of Lemma 6.5 leads us to a contradiction. Hence $H = \phi$.

3. Assume that $H \neq \phi$. Since $D_1$ is an exceptional component of $\Delta$, $D_1$ is contractible. After the contraction of $D_1$, if there exists a contractible component in the graphs $G$ and $M$, it must be either one of the components with weights $-(\alpha_2 + 1)$ and $-(\beta_1 + 1)$; the weights becoming $-\alpha_2$ and $-\beta_1$ respectively after the contraction of $D_1$, we must have $\alpha_2 = 1$ or $\beta_1 = 1$. If $\beta_1 = 1$ for instance, the $\beta_2$ components in the graph $M$ with weights $-(\beta_1 + 1), -2, \ldots, -2$ respectively are contractible. After the contraction of these $\beta_2$ components, the component with weight $-(\alpha_2 + 1)$ in the graph $G$ has a (new) weight $-(\alpha_2 - \beta_2)$, and the component with weight $-(\beta_3 + 2)$ in the graph $M$ has a weight $-(\beta_3 + 1)$. If there exists still a contractible component in the graphs $G$ and $M$ after the contraction of $D_1$ and $\beta_2$ components in $M$, it must be the component with weight $-(\alpha_2 + 1)$ in the graph $G$, i.e., we must have $\alpha_2 = \beta_2 + 1$. Repeat the above argument, and let $\rho : V \rightarrow W$ be the contraction of all possible components in the graphs $G$ and $M$. The contraction $\rho$ is uniquely determined. It is clear that the proper transform $\rho_*(\Lambda)$ of $\Lambda$ by $\rho$ is spanned by $\rho(C)$ and $\rho_*(\Delta)$, and that $\rho_*(\Delta)$ has the following weighted graph:

$$
\begin{array}{c}
G' \xrightarrow{q'} \rho(D_2) \\
H_
\end{array}
$$
where $G'$ is the graph similar to $G$ and obtained in the above-explained way by the contraction $\rho$ from the graph:

$$G \xrightarrow{\rho} M$$

and where $q' \geq q$, the inequality $q' > q$ taking place only if all components of the graph $M$ are contracted by $\rho$. Note that $\rho_*(\Delta)$ has only one base point $\rho(P_2)$, that $e_2 = (\rho(C) \cdot \rho(D_2))$ and $\nu_2 = \text{mult}_{\rho(P_2)}\rho(C)$ and that $n_2$ is the multiplicity of $\rho(D_2)$ in $\rho_*(\Delta)$. If $G' \neq \phi$ then $H = \phi$ by virtue of the assertion (2) above.

It is easily verified that the case $G' = \phi$ occurs only in one of the following four cases:

1° $s = r; \beta_1 = 1, \beta_2 = \alpha_{2r-1}, \beta_3 = \alpha_{2r-1}, \ldots, \beta_{2r-1} = \alpha_3, \beta_{2r} = \alpha_2, \beta_{2r+1} = \alpha_1 + 1; q' = q + 1,$

2° $s = r; \beta_1 = 1, \beta_2 = \alpha_{2r-1}, \beta_3 = \alpha_{2r-1}, \ldots, \beta_{2r-1} = \alpha_3, \beta_{2r} = \alpha_{2r-1}, \beta_{2r+1} = 1; q' = q + \alpha_1 + 1,$

3° $s = r-1; \alpha_{2r} = 1, \alpha_{2r-1} = \beta_1 - 1, \alpha_{2r-2} = \beta_2, \ldots, \alpha_3 = \beta_{2r-3}, \alpha_2 = \beta_{2r-2}, \alpha_1 = \beta_{2r-1} - 1; q' = q + 1,$

4° $s = r-1; \alpha_{2r} = 1, \alpha_{2r-1} = \beta_1 - 1, \alpha_{2r-2} = \beta_2, \ldots, \alpha_3 = \beta_{2r-3}, \alpha_2 = \beta_{2r-2} + 1, \beta_{2r-1} = 1; q' = q + \alpha_1 + 1.$

The last assertion is clear because $n_2 > 1$ and the base point $P_2$ lies on $D_2$ but not on the other components of $\Delta$.

\[\square\]
c ∈ k* and coordinates x, y of A^2_k then \( f = c'(x^d y^e - 1) \) for \( c' \in k* \) and coordinates \( x', y' \) of \( A^2_k \). Thus we assume once for all that the curve \( C_0 \) on \( A^2_k \) defined by \( f = 0 \) has exactly two places at infinity. Embed \( A^2_k : = \text{Spec}(k[x, y]) \) into \( P^2_k \) as the complement of a line \( \ell_0 \), and let \( C \) be the closure of \( C_0 \) on \( P^2_k \). We shall first prove the following:

**Lemma.** Assume that \( C \) intersects \( \ell_0 \) in only one point \( P_0 \). Let \( d_1 : = \text{mult}_{P_0} C \). Then there exists a birational automorphism \( \rho \) of \( P^2_k \) such that \( \rho \) induces a biregular automorphism on \( A^2_k : = P^2_k - \ell_0 \) and that the proper transform \( C' \) of \( C \) by \( \rho \) intersects \( \ell_0 \) in two distinct points with \( (C' \cdot \ell_0) \leq d_1 \).

**Proof.** Our proof consists of four subparagraphs 6.7.1 ∼ 6.7.4. □

6.7.1

Set \( d_0 : = (C \cdot \ell_0) \). Let \( \Lambda \) be a linear pencil on \( P^2_k \) spanned by \( C \) and \( d_0 \ell_0 \). Let \( V_0 : = P^2_k \) and let \( \sigma_1 : V_1 \to V_0 \) be the quadratic transformation of \( V_0 \) with center at \( P_0 \). Let \( \ell_0^{(1)} : = \sigma_1'(\ell_0), \ell_1 : = \sigma_1^{-1}(P_0), C^{(1)} : = \sigma_1'(C) \) and \( \Lambda^{(1)} : = \sigma_1'(\Lambda) \). We shall show that \( d_0 > d_1 \). Assume the contrary: \( d_0 = d_1 \). Then the linear pencil \( \Lambda^{(1)} \) is spanned by \( C^{(1)} \) and \( d_0 \ell_0^{(1)} \), and since \( (C^{(1)} \cdot \ell_0^{(1)}) = d_0 - d_1 = 0 \) the pencil has no base points. Hence \( \Lambda^{(1)} \) defines a fibration \( \varphi_1 : V_1 \to P^1_k \) whose general fibers are isomorphic to \( P^1_k \). Then \( d_0 = 1 \) by virtue of Lemma 2.2 (1). However this is impossible because \( C \) has two distinct places on \( \ell_0 \). Therefore we know that \( d_0 > d_1 \).

6.7.2

We shall prove the following assertion:

Either \( C^{(1)} \) intersects \( \ell_1 \) in two distinct points, or there exists a birational automorphism \( \rho \) of \( P^2_k \) such that \( \rho \) induces a biregular automorphism on \( A^2_k : = P^2_k - \ell_0 \) and that \( (C' \cdot \ell_0) \leq d_1 < d_0 \) where \( C' \) is the proper transform of \( C \) by \( \rho \).

**Proof.** Our proof consists of four steps.
(I) Assume that $C^{(1)}$ intersects $\ell_1$ in a single point $P_1$. Then $P_1 = \ell_0^{(1)} \cap \ell_1$ because $d_0 > d_1$. Let $\sigma_2 : V_2 \to V_1$ be the quadratic transformation of $V_1$ with center at $P_1$. Let $\ell_0^{(2)} := \sigma_2^*(\ell_0^{(1)})$, $\ell_2^{(2)} := \sigma_2^*(\ell_1^{(1)})$, $\ell_0 = \ell_2^{(2)} := \sigma_2^{-1}(P_1)$, $C^{(2)} := \sigma_2^*(C^{(1)})$ and $\Lambda^{(2)} := \sigma_2^*(\Lambda^{(1)})$. Let $d_2 := \text{mult}_{\ell_1} C^{(1)}$. Then it is easy to see that $\Lambda^{(2)}$ is spanned by $C^{(2)}$ and $d_0 \ell_0^{(2)} + (d_0 - d_1) \ell_1^{(2)} + (2d_0 - d_1 - d_2) \ell_2^{(2)}$, where $2d_0 - d_1 - d_2 > 0$ because $\ell_0^{(2)} \cap \ell_1^{(2)} = \phi$. Note that $d_2 \leq d_1$ and $d_2 \leq d_0 - d_1$ because $C^{(1)} \cdot \ell_0^{(1)} = d_0 - d_1$ and $C^{(1)} \cdot \ell_1 = d_1$. If $d_0 - d_1 > d_2$ then $(C^{(2)} \cdot \ell_0^{(2)}) = d_0 - d_1 - d_2 > 0$, $(C^{(2)} \cdot \ell_2^{(2)}) = d_2 > 0$ and $((\ell_0^{(2)})^2) = -1$. However this is impossible by virtue of Lemma 2.3 (4). Hence we have $d_2 = d_0 - d_1 \leq d_1$. By virtue of Lemma 2.3 (4) we know that $C^{(2)}$ intersects $\ell_2$ in a single point $Q$. Indeed, if otherwise $C^{(2)}$ intersects $\ell_2$ in two distinct points $Q$ and $Q'$, where neither $Q$ nor $Q'$ lie on $\ell_0^{(2)}$, then contract $\ell_0^{(2)}$ and blow up the points $Q$ and $Q'$; this operation leads us to a contradiction. If $Q \neq \ell_1^{(2)} \cap \ell_2$ then $d_1 = d_2$, whence $d_0 = 2d_1$. If $d_1 > d_2$ then $Q = P_2 := \ell_1^{(2)} \cap \ell_2$.

(II) Write $d_1 = q_2d_2 + d_3$ with integers $q_2, d_3$ such that $0 \leq d_3 < d_2$ and $q_2 \geq 1$. For $2 \leq i \leq q_2 + 1$ define $V^{(i)}$, $\sigma_i$, $\ell_i^{(i)} (0 \leq j \leq i)$, $C^{(i)}$, $\Lambda^{(i)}$ and $P_i$ inductively as follows: Let $\sigma_i : V^{(i)} \to V^{(i-1)}$ be the quadratic transformation of $V^{(i-1)}$ with center at $P_{i-1}$ and let $\ell_j := \sigma_j^*(\ell_j^{(i-1)})$ for $0 \leq j \leq i - 1$, $\ell_i^{(0)} := \ell_i := \sigma_i^{-1}(P_{i-1})$, $C^{(i)} := \sigma_i^*(C^{(i-1)})$, $\Lambda^{(i)} := \sigma_i^*(\Lambda^{(i-1)})$ and $P_i := \ell_i^{(0)} \cap \ell_i$. By induction on $i (2 \leq i \leq q_2 + 1)$ we shall make the following assertions:

$A_1(i) : \Lambda^{(i)}$ is spanned by $C^{(i)}$ and $d_0 \ell_0^{(i)} + (d_0 - d_1) \ell_1^{(i)} + d_0(\ell_2^{(i)} + \cdots + \ell_i^{(i)})$,

$A_2(i) : (C^{(i)} \cdot \ell_j^{(i)}) = 0$ if $0 \leq j \leq i - 1$ and $j \neq i$; $(C^{(i)} \cdot \ell_i^{(i)}) = d_1 - (i - 1)d_2$; $(C^{(i)} \cdot \ell_i^{(i)}) = d_2$; $\cup_{j=0}^{i} \ell_j^{(i)}$ has the following weighted graph:
A\textsubscript{3}(i) \colon C\textsuperscript{(i)} intersects \ell\textsubscript{i} in a single point \(Q\), where \(Q = P\) if either \(2 \leq i \leq q_2\) or \(i = q_2 + 1\) and \(d_3 > 0\).

Indeed, the assertions \(A_1(2) \sim A_3(2)\) are verified in the step (I) above. Assuming that \(A_1(j) \sim A_3(j)\) are verified for \(2 \leq j < i\) we shall prove \(A_1(i) \sim A_3(i)\). Let \(\mu := \text{mult}_{P_i} C\textsuperscript{(i-1)}\). Then \(\mu \leq d_2\) and \(\mu \leq d_1 - (i - 2)d_2\), and \(\Lambda\textsuperscript{(i)}\) is spanned by \(C\textsuperscript{(i)}\) and \(d_0t\textsuperscript{(i)}\textsubscript{0} + (d_0 - d_1)e\textsuperscript{(i)}_1 + d_0(e\textsuperscript{(i)}_2 + \cdots + e\textsuperscript{(i)}_{i-1}) + (2d_0 - d_1 - \mu)e\textsuperscript{(i)}_i\), where \(2d_0 - d_1 - \mu > 0\) because \(e\textsuperscript{(i)}_1 \cap e\textsuperscript{(i)}_{i-1} = \emptyset\). Suppose that \(d_2 > \mu\). Then the contraction of \(t\textsuperscript{(i)}_0, t\textsuperscript{(i)}_2, \ldots, t\textsuperscript{(i)}_{i-2}\) leads us to a contradiction by virtue of Lemma \ref{lem:03} (4). Hence \(d_2 = \mu\) and \(2d_0 - d_1 - \mu = d_0\). Thus \(A_1(i)\) is proved. By virtue of Lemma \ref{lem:03} (4) again, we know that \(C\textsuperscript{(i)}\) intersects \(\ell\textsuperscript{i}\) in a single point \(Q\). Indeed, if otherwise \(C\textsuperscript{(i)}\) intersects \(\ell\textsuperscript{i}\) in two distinct points \(Q\) and \(Q'\), where neither \(Q\) nor \(Q'\) lie on \(t\textsuperscript{(i)}_{i-1}\), then contract \(t\textsuperscript{(i)}_0, \ldots, t\textsuperscript{(i)}_{i-1}\) and blow up the points \(Q\) and \(Q'\); this operation leads us to a contradiction. If \(Q \neq P\), then \((C\textsuperscript{(i)} \cdot \ell\textsuperscript{(i)}_1) = d_1 - (i - 2)d_2 - \mu = d_1 - (i - 1)d_2 = 0\), i.e., \(i = q_2 + 1\) and \(d_1 = 0\). Hence if either \(2 \leq i \leq q_2\) or \(i = q_2 + 1\) and \(d_3 > 0\) then \(Q = P\) and \((C\textsuperscript{(i)} \cdot \ell\textsuperscript{(i)}_1) = d_1 - (i - 1)d_2\). Therefore, \(A_2(i)\) and \(A_3(i)\) are proved.

(III) We shall show that \(d_3 = 0\). Assume the contrary: \(d_3 > 0\). Set \(r := q_2 + 1\). Let \(\sigma\textsubscript{r+1} : V\textsubscript{r+1} \to V\textsubscript{r}\) be the quadratic transformation of \(V\textsubscript{r}\) with center at \(P\), and let \(t\textsuperscript{(r+1)}_j := \sigma\textsuperscript{-1}\textsubscript{r+1}(t\textsuperscript{(i)}_j)\) for \(0 \leq j \leq r\). \(t\textsubscript{r+1} := \sigma\textsuperscript{-1}\textsubscript{r+1}(P\textsubscript{r})\), \(C\textsuperscript{(r+1)} := \sigma\textsuperscript{+1}\textsubscript{r+1}(C\textsuperscript{(i)})\) and \(\Lambda\textsuperscript{(r+1)} := \sigma\textsuperscript{+1}\textsubscript{r+1}(\Lambda\textsuperscript{(i)})\). Let \(\nu := \text{mult}_{P\textsuperscript{r}} C\textsuperscript{(r)}\). Then \(\nu \leq d_3 < d_2\) because \((C\textsuperscript{(r)} \cdot \ell\textsuperscript{(r)}_1) = d_3 < d_2\), and \(\Lambda\textsuperscript{(r+1)}\) is spanned by \(C\textsuperscript{(r+1)}\) and \(d_0t\textsuperscript{(r+1)}_0 + (d_0 - d_1)e\textsuperscript{(r+1)}_1 + d_0(e\textsuperscript{(r+1)}_2 + \cdots + e\textsuperscript{(r+1)}_{r-1}) + (2d_0 - d_1 - \nu)e\textsuperscript{(r+1)}_r\) with \(2d_0 - d_1 - \nu > 0\). Since \((C\textsuperscript{(r+1)} \cdot t\textsuperscript{(r+1)}_r) = d_2 - \nu > 0\), \((C\textsuperscript{(r+1)} \cdot t\textsubscript{r+1}) = \nu > 0\) and \(((t\textsuperscript{(r+1)}_1)^2) = -(r + 1) < -2\) the contraction of \(t\textsuperscript{(r+1)}_0, t\textsuperscript{(r+1)}_2, \ldots, t\textsuperscript{(r+1)}_{r-1}\) leads us to a contradiction by virtue of Lemma \ref{lem:03} (4). Hence \(d_3 = 0\).
Curves on an affine rational surface

Thence $d_0 = rd_2$ and $d_1 = (r - 1)d_2$. We reached to the following configuration:

\[ \begin{array}{c}
-1 & -2 & -2 \\
\ell^{(r)}_0 & \ell^{(r)}_2 & \cdot \cdot \cdot \\
\end{array} \quad \begin{array}{c}
-2 \\
\ell^{(r)}_{r-1} \\
\end{array} \]

(IV) We set $\overline{V}_0 := V_r$, $\overline{\ell}_0 := \ell_r$, $\overline{C} := C^{(r)}$, $\overline{P}_0 := Q$ and $\overline{\Lambda} := \overline{\Lambda}^{(0)} := \Lambda^{(r)}$. Let $\overline{\sigma}_1 : \overline{V}_1 \to \overline{V}_0$ be the quadratic transformation of $\overline{V}_0$ with center at $\overline{P}_0$, and let $\overline{\ell}_0^{(1)} := \overline{\sigma}_1^{(-1)}(\overline{\ell}_0)$, $\overline{\ell}_1^{(1)} := \overline{\sigma}_1^{-1}(\overline{P}_0)$, $\overline{C}^{(1)} = \overline{\sigma}_1^{(-1)}(\overline{C})$ and $\overline{\Lambda}^{(1)} = \overline{\sigma}_1^{-1}(\overline{\Lambda})$. By abuse of notations, we denote $\overline{\sigma}_1^{(-1)}(\ell^{(r)}_j)$ by $\ell^{(r)}_j$ again for $0 \leq j \leq r$. Let $\mu_0 := \text{mult}_{\overline{P}_0} \overline{C}$. Then $\mu_0 \leq d_2$, and $\overline{\Lambda}^{(1)}$ is spanned by $\overline{C}^{(1)}$ and $d_0 \ell^{(r)}_0 + (d_0 - d_1)\ell^{(r)}_1 + d_0(\ell^{(r)}_2 + \cdots + \ell^{(r)}_r) + (d_0 - \mu_0)\overline{\ell}_1$. If $\mu_0 < d_2$ the contraction of $\ell^{(r)}_0$, $\ell^{(r)}_2$, $\ldots$, $\ell^{(r)}_r$ and blowings-up of two points in $\overline{C}^{(1)} \cap \overline{\ell}_1$ leads us to a contradiction by Lemma 2.3 (4). Thus $\mu_0 = d_2$. If $r > 2$, $\overline{C}^{(1)}$ intersects $\overline{\ell}_1$ in a single point $\overline{Q}_1$; indeed, if otherwise, the contraction of $\ell^{(r)}_0$, $\ell^{(r)}_2$, $\ldots$, $\ell^{(r)}_r$ and blowings-up of two points in $\overline{C}^{(1)} \cap \overline{\ell}_1$ leads us to a contradiction by Lemma 2.3 (4). For $1 \leq i \leq r - 2$, assume that we obtained inductively $\overline{V}_i$, $\overline{\sigma}_i$, $\overline{\ell}^{(i)}_j (0 \leq j \leq i)$, $\ell^{(r)}_s (0 \leq s \leq r)$, $\overline{C}^{(i)}$ and $\overline{\Lambda}^{(i)}$, where;

1. $\overline{\sigma}_i : \overline{V}_i \to \overline{V}_{i-1}$ is the quadratic transformation of $\overline{V}_{i-1}$,
2. $\overline{\Lambda}^{(i)}$ is spanned by $\overline{C}^{(i)}$ and $d_0 \ell^{(r)}_0 + (d_0 - d_1)\ell^{(r)}_1 + d_0(\ell^{(r)}_2 + \cdots + \ell^{(r)}_r) + (d_0 - d_2)\overline{\ell}^{(i)}_1 + (d_0 - 2d_2)\overline{\ell}^{(i)}_2 + \cdots + (d_0 - id_2)\overline{\ell}^{(i)}_i$,
3. $\overline{C}^{(i)}$ intersects $\overline{\ell}_i := \overline{\ell}^{(i)}_i$ in a single point $\overline{P}_i$ with $\overline{C}^{(i)} \cdot \overline{\ell}_i = d_2$ and $\mu_i = \text{mult}_{\overline{P}_i} \overline{C}^{(i)}$, where $\overline{P}_i \neq \overline{\ell}^{(i)}_{i-1}$.

Let $\overline{\sigma}_{i+1} : \overline{V}_{i+1} \to \overline{V}_i$ be the quadratic transformation of $\overline{V}_i$ with
Certain affine plane curves with two places at infinity

center at \( P_i \), and let \( \ell_j^{(i+1)} := \sigma_{i+1}(\ell_j^{(i)}) \) for \( 0 \leq j \leq i \), \( \ell_i^{(i+1)} := \sigma_{i+1}(\ell_i^{(i+1)}) \) and \( \Lambda^{(i+1)} := \sigma_{i+1}(\Lambda^{(i)}) \). By abuse of notations we denote \( \sigma_{i+1}(\ell_s^{(r)}) \) by \( \ell_s^{(r)} \) again for \( 0 \leq s \leq r \). Then \( \mu_i \leq d_2 \), and \( \Lambda^{(i+1)} \) is spanned by \( C^{(i)} \) and \( d_0 \ell_0^{(r)} + (d_0 - d_1) \ell_1^{(r)} + d_0(\ell_2^{(r)} + \cdots + \ell_r^{(r)}) + (d_0 - d_1) \ell_i^{(i+1)} + \cdots + (d_0 - \mu_i) \ell_{i+1} \). If \( \mu_i < d_2 \) the contraction of \( \ell_0^{(r)}, \ell_2^{(r)}, \ldots, \ell_r^{(r)}, \ell_1^{(i+1)}, \ldots, \ell_{i-1}^{(i+1)} \) leads us to a contradiction by virtue of Lemma 2.3, (4). Hence \( \mu_i = d_2 \). If \( i \leq r - 3 \), \( C^{(i+1)} \) intersects \( \ell_{i+1} \) in a single point \( \mathcal{F}_{i+1}(\neq \ell_i^{(i+1)}) \); indeed, if otherwise, the contraction of \( \ell_0^{(r)}, \ell_2^{(r)}, \ldots, \ell_r^{(r)}, \ell_1^{(i+1)}, \ldots, \ell_i^{(i+1)} \) and blowings-up of two points in \( C^{(i+1)} \cap \ell_{i+1} \) lead us to a contradiction by Lemma 2.3, (4). continuing the above argument we obtain the following configuration on \( \mathcal{V}^{(r-1)} \):

\[
\begin{array}{c}
\includegraphics{configuration.png}
\end{array}
\]

where:

(i) \( \Lambda^{(r-1)} \) is spanned by \( C^{(r-1)} \) and \( d_0 \ell_0^{(r)} + (d_0 - d_1) \ell_1^{(r)} + d_0(\ell_2^{(r)} + \cdots + \ell_r^{(r)} + \ell_{i+1}^{(i+1)}) \).
We shall prove the following assertion:

Assume that $C^{(1)}$ intersects $\ell_1$ in two distinct points $P_1$ and $P'_1$. Then there exists a birational automorphism $\rho$ of $\mathbb{P}^2_k$ such that $\rho$ induces a biregular automorphism on $\mathbb{A}^2_k := \mathbb{P}^2_k - \ell_0$ and that $C'$ intersects $\ell_0$ in two distinct points, where $C'$ is the proper transform of $C$ by $\rho$. Moreover, $(C' \cdot \ell_0) \leq d_1$.

**Proof.** Our proof consists of four steps.

(I) One of $P_1$ and $P'_1$, say $P_1$, must be the point $\ell_0^{(1)} \cap \ell_1$; indeed, if otherwise, the pencil $\Lambda^{(1)}$ spanned by $C^{(1)}$ and $d_0\ell_0^{(1)} + (d_0 - d_1)\ell_1$ has no base points on $\ell_0^{(1)}$, which is a contradiction by virtue of Lemma 6.7.2 (1) because $(\ell_0^{(1)})^2 = 0$. Moreover, both $P_1$ and $P'_1$ are one-place points of $C^{(1)}$. Let $\mu_1 := i(C^{(1)}, \ell_1; p_1)$ and $\mu'_1 := i(C^{(1)}, \ell_1; p'_1)$. Then $d_1 = \mu_1 + \mu'_1$. We shall show that $\text{mult}_{P_1} C^{(1)} = (C^{(1)} \cdot \ell_0^{(1)}) = d_0 - d_1 \leq \mu_1$. Indeed, let $\sigma_2 : V_2 \to V_1$ be the quadratic transformation of $V_1$ with center at $P_1$, and let $\ell_j := \sigma'_2(\ell_j)(j = 0, 1)$, $\ell_2 := \ell_2^{(2)} := \sigma_2^{-1}(P_1)$, $C^{(2)} := \sigma'_2(C^{(1)})$, and $\Lambda^{(2)} := \sigma'_2(\Lambda^{(1)})$. Let $v_1 := \text{mult}_{P_1} C^{(1)}$. Then $v_1 \leq (C^{(1)} \cdot \ell_0^{(1)})$, $v_1 \leq \mu_1$, and $\Lambda^{(2)}$ is spanned by $C^{(2)}$ and $d_0\ell_0^{(2)} + (d_0 - d_1)\ell_1^{(2)} + (2d_0 - d_1 - v_1)\ell_2$. Since $(C^{(2)} \cdot \ell_0^{(2)}) = (C^{(1)} \cdot \ell_0^{(1)}) - v_1$, $(C^{(2)} \cdot \ell_2) = 
...
(II) Set \(d_2 := v_1\) \(^{10}\) and write \(d_1 - \mu'_1 = \mu_1 = qd_2 + d'_2\) with integers \(q, d'_2\) such that \(0 \leq d'_2 < d_2\) and \(q \geq 1\). For \(2 \leq i \leq q + 1\) define \(V^{(i)}, \sigma_i, \ell_j^{(i)}(0 \leq j \leq i), C^{(i)}, A^{(i)}\) and \(P_i\) inductively as follows:

Let \(\sigma_i : V^{(i)} \rightarrow V^{(i-1)}\) be the quadratic transformation of \(V^{(i-1)}\) with center at \(P_{i-1}\), and let \(\ell_j^{(i)} := \sigma_j(\ell_j^{(i-1)})\) for \(0 \leq j \leq i - 1\), \(\ell_i := \ell_i^{(i)} := \sigma_{i-1}^{-1}(P_{i-1})\), \(C^{(i)} := \sigma_i(C^{(i-1)}, A^{(i)} := \sigma_i(A^{(i-1)}))\) and \(P_i := \ell_i^{(i)} \cap \ell_i\). By induction on \(i(2 \leq i \leq q + 1)\) we can show the following assertions:

\[A'_1(i) : \Lambda^{(i)}\] is spanned by \(C^{(i)}\) and \(d_0\ell_0^{(i)} + (d_0 - d_1)\ell_1^{(i)} + d_0(\ell_2^{(i)} + \cdots + \ell_i^{(i)})\),

\[A'_2(i) : (C^{(i)} \cdot \ell_j^{(i)}) = 0\] if \(0 \leq j \leq i - 1\) and \(j \neq 1\); \(i(C^{(i)}, \ell_i^{(i)}; P_i) = \mu_1 - (i - 1)d_2; (C^{(i)} \cdot \ell_i) = d_2; \bigcup_{j=0}^i \ell_j^{(i)}\) has the following weighted graph:

\[
\begin{array}{cccccc}
-1 & -2 & \cdots & -2 & -1 & -i \\
\ell_0^{(i)} & \ell_1^{(i)} & \ell_i^{(i)} \\
\end{array}
\]

\(A'_3(i) : C^{(i)}\) intersects \(\ell_i\) in a single point \(Q\), where \(Q = P_i\) if either \(2 \leq i \leq q\) or \(i = q + 1\) and \(d'_2 > 0\).

The proof is the same as that of the step (II) of 6.7.2 up to a slight modification caused by difference of the situations. Hence we leave the readers a task to reproduce it.

(III) By the same argument as in the proof of the step (III) of 6.7.2 we can show that \(d'_2 = 0\). Then, setting \(r = q + 1\), we have \(\mu_1 = (r - 1)d_2, d_1 = (r - 1)d_2 + \mu'_1\) and \(d_0 = rd_2 + \mu'_1\), where \(\mu'_1 > 0\). We have the following configuration on \(V^{(i)}\):

\(^{10}\)Note that \(d_0 = d_1 + d_2\) and \(d_2 < d_1 = \mu_1 + \mu'_1\).
Curves on an affine rational surface

\[ (C^{(r)} \cdot \ell^{(r)}_{r}) = d_{2} \quad \text{and} \quad (C^{(r)} \cdot \ell^{(r)}_{1}) = \mu^{'}_{1}. \]

(IV) Starting with the quadratic transformation of \( V^{(r)} \) with center at \( Q \) and following the argument in the step (IV) of the proof of 6.7.2 we obtain the surface \( V^{(r-1)} \) and the configuration on it. See the next page, where \( (C^{(r-1)} \cdot \ell^{(r-1)}_{r-1}) = d_{2} \) and \( (C^{(r-1)} \cdot \ell^{(r-1)}_{1}) = \mu^{'}_{1} \). Let \( \sigma, \tau : V^{(r-1)} \rightarrow \mathbb{P}_{k}^{2} \) be as defined as in the step (IV) of 6.7.2 and let \( \rho = \tau \cdot \sigma^{-1} \). Then \( \rho \) is a birational automorphism of \( \mathbb{P}_{k}^{2} \) such that \( \rho \) induces a biregular automorphism on \( \mathbb{A}^{2}_{k} := \mathbb{P}_{k}^{2} \setminus \ell_{0} \) and that \( (C' \cdot \ell_{0}) = d_{2} + \mu^{'}_{1} \leq d_{1} \), where \( C' \) is the proper transform of \( C \) by \( \rho \). Apparently, \( C' \) intersects \( \ell_{0} \) in two distinct points. This completes a proof of 6.7.3.
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(The configuration in the step (IV) of 6.7.3)

6.7.4

It is now apparent that we can finish our proof of Lemma 6.7 by induction on $d_0 := (C \cdot \ell_0)$ and by making use of 6.7.2 and 6.7.3. As the proofs of 6.7.2 and 6.7.3 indicate, we have the following remark:

Remark. Let $C, \ell_0, \rho$ and $C'$ be as in Lemma 6.7. Let $d_0 := (C \cdot \ell_0)$ and $d_0' := (C' \cdot \ell_0)$. Let $\Lambda$ be the linear pencil on $\mathbb{P}^2_k$ spanned by $C$ and $d_0 \ell_0$, and let $\Lambda'$ be the linear pencil on $\mathbb{P}^2_k$ spanned by $C'$ and $d_0' \ell_0$. Then $\Lambda'$ is the proper transform of $\Lambda$ by $\rho$. In particular, if $f'$ is an irreducible element of $k[x, y]$ defining $C' \cap \mathbb{A}^2_k$ and $C'$ is the curve on $\mathbb{A}^2_k$ defined by $f' = \alpha$ for $\alpha \in k$, then $f'$ and $C'$'s ($\alpha \in k$) satisfy the conditions (1), (2), (3) of Theorem 6.1.

Thus, we assume hereafter that $C$ intersects $\ell_0$ in two distinct points, each of which is, therefore, a one-place point of $C$.

6.8

Let $C \cap \ell_0 = \{P, Q\}$, let $d_0 := i(C, \ell_0; P)$ and let $e_0 := i(C, \ell_0; Q)$. We may assume that $d_0 \leq e_0$.

6.8.1

Lemma. With the notations as above, we have $d_0 = \text{mult}_P C$ and $e_0 = \text{mult}_Q C$.

Proof. Let $\mu := \text{mult}_P C$ and $\nu := \text{mult}_Q C$. Let $\sigma_1 : V_1 \to V_0 := \mathbb{P}^2_k$ be the quadratic transformation of $V_0$ with centers at $P$ and $Q$, and let $\ell_0^{(1)} := \sigma_1^{-1}(\ell_0), E_1 := \sigma_1^{-1}(P)$ and $F_1 := \sigma_1^{-1}(Q)$. Then, since $C \sim (d_0 + e_0) \ell_0$ we have: $C^{(1)} := \sigma_1'(C) \sim (d_0 + e_0)\ell_0^{(1)} + (d_0 + e_0 - \mu)E_1 + (d_0 + e_0 - \nu)F_1$. If $d_0 > \mu$ or $e_0 > \nu$ we have a contradiction by virtue of Lemma 2.3 (4) because $(C^{(1)} \cdot \ell_0^{(1)}) = d_0 + e_0 - (\mu + \nu) > 0$, $(C^{(1)} \cdot E_1) = \mu > 0$, $(C^{(1)} \cdot F_1) = \nu > 0$ and $(\ell_0^{(1)})^2 = (E_1^2) = (F_1^2) = -1$. Thus $d_0 = \mu$ and $e_0 = \nu$. □
6.8.2

By substituting $f - \alpha (\alpha \in k)$ for $f$ if necessary we may (hence shall) assume hereafter that if $\sigma : W \rightarrow \mathbb{P}^2_k$ is the shortest composition of quadratic transformations by which the proper transform $\sigma' \Lambda$ of the pencil $\Lambda$ on $\mathbb{P}^2_k$ spanned by $C$ and $(d_0 + e_0)\ell_0$ has no base points the member of $\sigma' \Lambda$ corresponding to $C$ is irreducible (cf. a remark at the beginning of 6.7). Then we have the following:

210 Lemma. Let $P_1 := C^{(1)} \cap E_1$, $Q_1 := C^{(1)} \cap F_1$, $\mu_1 := \text{mult}_{P_1} C^{(1)}$ and $\nu_1 := \text{mult}_{Q_1} C^{(1)}$. Then either $d_0 = 1$ or $e_0 > d_0 = \mu_1 \geq \nu_1$.

Proof. Let $\sigma_2 : V_2 \rightarrow V_1$ be the quadratic transformation of $V_1$ with centers at $P_1$ and $Q_1$, and let $\ell_0^{(2)} = \sigma_2^{\prime}(\ell_0^{(1)})$, $E_1^{(2)} := \sigma_2^{\prime}(E_1)$, $F_1^{(2)} := \sigma_2^{\prime}(F_1)$, $E_2 := \sigma_2^{-1}(P_1)$, $F_2 := \sigma_2^{-1}(Q_1)$ and $C^{(2)} := \sigma_2^{\prime}(C^{(1)})$. Then, since $C^{(1)} \sim (d_0 + e_0)\ell_0^{(1)} + e_0E_1 + d_0F_1$, we have:

$$C^{(2)} \sim (d_0 + e_0)\ell_0^{(2)} + e_0E_1^{(2)} + d_0F_1^{(2)} + (e_0 - \mu_1)E_2 + (d_0 - \nu_1)F_2,$$

where we must have $e_0 \geq \mu_1$ and $d_0 \geq \nu_1$. If $e_0 > \nu_1$ and $d_0 > \mu_1$ the contraction of $\ell_0^{(2)}$ leads us to a contradiction by Lemma 2.3 (4). Hence either $e_0 = \nu_1$ or $d_0 = \mu_1$. If $e_0 = \nu_1$ then $d_0 = \nu_1$. Hence $F_2$ is a quasi-section of the pencil $(\sigma_1 \sigma_2)'\Lambda$. Since every member of $(\sigma_1 \sigma_2)'\Lambda$ has a one-place point on $F_2$ and since the characteristic of $k$ is zero, we conclude that $d_0 = (C^{(2)} : F_2) = 1$. Thus, if $d_0 > 1$ then $e_0 > \nu_1$ and $d_0 = \mu_1$; moreover, we have $e_0 > d_0$ because if $e_0 = d_0(= \mu_1)$ then $E_2$ is a quasi-section of $(\sigma_1 \sigma_2)'\Lambda$ and hence we conclude that $e_0 = d_0 = 1$.

6.8.3

Assume now that $d_0 > 1$. Let $P_2 := C^{(2)} \cap E_2$ and let $P_2, \ldots, P_{t+1}$ be the points of $C^{(2)}$ over $P_2$, $P_i$ being infinitely near to $P_{i+1}$ of order one, such that if $\mu_i$ is the multiplicity of $C^{(2)}$ at $P_i$ we have $d_0 = \mu_1 = \ldots = \mu_t > \mu_{t+1}$. Then we have the following:

Lemma. With the notations as above, we have $e_0 - td_0 > 0$. 

Proof. If $t = 1$ we have nothing to show. Assume that $t \geq 2$. For $2 < i \leq t + 1$, define $V_i$, $\sigma_i$, $\xi_i^0$, $E_i^0(1 \leq j \leq i)$, $F_j^i(j = 1, 2)$, $C_i(i)$ and $\Lambda_i(i)$ inductively as follows: Let $\sigma_i : V_i \to V_{i-1}$ be the quadratic transformation of $V_{i-1}$ with center at $P_{i-1}$, and let $t_i^0 := \sigma_i^*(t_{i-1}^0)$, $E_i^0 := \sigma_i^*(E_{i-1}^0)$ for $1 \leq j < i$, $E_i := E_i^0 := \sigma_i^{-1}(P_{i-1})$, $F_j^i := \sigma_i^*(F_{j-(1)}^i)$ for $j = 1, 2$, $C_i(i) := \sigma_i^*(C_{i-(1)})$ and $\Lambda_i(i) := \sigma_i^*(\Lambda_{i-(1)})$ (where $\Lambda_2 := (\sigma_1 \sigma_2)^\Lambda$). Assume that for $2 \leq i \leq t$, $\Lambda_i(i)$ is spanned by $C_{i-(1)}$ and $(d_0 + e_0)\xi_i^0 + d_0 F_i^0 + (d_0 - \nu_1)F_2^i + e_0 E_i^0 + (e_0 - d_0)E_2^i + \cdots + (e_0 - (1 - 1)d_0)E_i^0$, where $e_0 > (1 - 1)d_0$, $(C_{i-(1)} : E_i^0) = 0$ and $C_{i-(1)} : E_i^0 = d_0 \cdot P_i$. Then it is easy to see that $\Lambda_{i-(1)}$ is spanned by $C_{i-(1)}$ and $(d_0 + e_0)\xi_i^0 + d_0 F_i^0 + (d_0 - \nu_1)F_2^i + e_0 E_i^0 + (e_0 - d_0)E_2^i + \cdots + (e_0 - (1 - 1)d_0)E_i^0$, where $e_0 \geq d_0$, $(C_{i-(1)} : E_i^0) = 0$ and $(C_{i-(1)} : E_i^0) = \mu_i = d_0$. If $e_0 = id_0$, then $E_{i+1}$ is a quasi-section of $\Lambda_{i-(1)}$. Since every member of $\Lambda_{i-(1)}$ has a one-place point on $E_{i+1}$, we have $d_0 = 1$, which contradicts the assumption. Hence $e_0 > id_0$. In particular, we know by induction on $2 \leq i \leq t$ that $\Lambda_{i-(1)}$ is spanned by $C_{i-(1)}$ and $(d_0 + e_0)\xi_i^0 + d_0 F_i^0 + (d_0 - \nu_1)F_2^i + e_0 E_i^0 + (e_0 - d_0)E_2^i + \cdots + (e_0 - (1 - 1)d_0)E_i^0$, where $e_0 > td_0$.  

6.8.4

With the notations in 6.8.3 it is easily checked that we have the following configuration:

![Diagram](image_url)

where $(C_{i-(1)} : F_2^i) = \nu_1$, $(C_{i-(1)} : F_2^i) = e_0 - \nu_1$, $(C_{i-(1)} : E_{i+1}) = d_0$ and $\mu_{i+1} = \text{mult}_{P_{i+1}} C_{i-(1)}$ with $e_0 > \nu_1$ and $d_0 > \mu_{i+1}$. Now let $\tau : V_{i+1} \to V$ be the contraction of $F_2^{i-(1)}$, $\xi_0^{i-(1)}$, $E_1^{i-(1)}$, $\ldots$, $E_i^{i-(1)}$, and let
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\[ F_0 := \tau(F_{1(t+1)}), \quad E_0 := \tau(E(t+1)), \quad C := \tau(C(t+1)) \] and \[ \Lambda := \tau^*(\Lambda(t+1)) \]. Then it is easy to show the following assertions:

1. \( \Lambda \) is spanned by \( C \) and \( d_0F_0 + (e_0 - td_0)E_0 \), where \( e_0 > td_0 \).
2. \( (E_0^2) = 0, \quad (F_0^2) = 1 \), and \( (E_0 \cdot F_0) = 1 \).
3. \( \overline{C} \cdot E_0 = d_0 \cdot P_0 \) and \( \overline{C} \cdot F_0 = e_0 \cdot Q_0 \), where \( P_0 \notin F_0 \) and \( Q_0 \notin E_0 \).
4. \( d_1 := \text{mult}_{P_0} \overline{C} = \mu_{t+1} < d_0 \) and \( e_1 := \text{mult}_{Q_0} \overline{C} = \nu_1 < e_0 \), where \( e_0 > d_0 \geq e_1 \) (cf. 6.8.2).

6.9

In the paragraphs 6.9 \( \sim \) 6.13 we assume that \( d_0 > 1 \) and use the notations set forth in the assertions (1) \( \sim \) (4) of 6.8.4. Find integers \( d_2, \ldots, d_m \) and \( p_1, \ldots, p_m \) by the Euclidean algorithm with respect to \( d_0 \) and \( d_1 \):

\[
\begin{align*}
d_0 &= p_1d_1 + d_2 & 0 < d_2 < d_1 \\
d_1 &= p_2d_2 + d_3 & 0 < d_3 < d_2 \\
\cdots & & \cdots \\
d_{m-2} &= p_{m-1}d_{m-1} + d_m & 0 < d_m < d_{m-1} \\
d_{m-1} &= p_md_m & 1 < p_m
\end{align*}
\]

Similarly, find integers \( e_2, \ldots, e_n \) and \( q_1, \ldots, q_n \) by the Euclidean algorithm with respect to \( e_0 \) and \( e_1 \):

\[
\begin{align*}
e_0 &= q_1e_1 + e_2 & 0 < e_2 < e_1 \\
e_1 &= q_2e_2 + e_3 & 0 < e_3 < e_2 \\
\cdots & & \cdots \\
e_{n-2} &= q_{n-1}e_{n-1} + e_n & 0 < e_n < e_{n-1} \\
e_{n-1} &= q_ne_n & 1 < q_n
\end{align*}
\]

As in 1.4, define an integer \( a(i, j)(1 \leq i \leq m; 1 \leq j \leq p_i) \) inductively as follows:

\[ a_0 = e_0 - td_0 \]
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\[ a(1, j) = j(a_0 - d_1) \quad \text{for} \ 1 \leq j \leq p_1 \]
\[ a(2, j) = a_0 + j(a(1, p_1) - d_2) \quad \text{for} \ 1 \leq j \leq p_2 \]
\[ \ldots \]
\[ a(i, j) = a(i - 2, p_{i-2}) + j(a(i - 1, p_{i-1}) - d_i) \quad \text{for} \ 1 \leq j \leq p_i \]
\[ \text{and} \ 2 \leq i \leq m. \]

Similarly, define an integer \( b(i, j) \) (\( 1 \leq i \leq n; 1 \leq j \leq q_i \)) inductively as follows:

\[ b_0 = d_0 \]
\[ b(1, j) = j(b_0 - e_1) \quad \text{for} \ 1 \leq j \leq q_1 \]
\[ b(2, j) = b_0 + j(b(1, q_1) - e_2) \quad \text{for} \ 1 \leq j \leq q_2 \]
\[ \ldots \]
\[ b(i, j) = b(i - 2, q_{i-2}) + j(b(i - 1, q_{i-1}) - e_i) \quad \text{for} \ 1 \leq j \leq q_i \]
\[ \text{and} \ 2 \leq i \leq n. \]

Then we have the following:

**Lemma.** With the notations as above, we have:

\[ a(m, p_m)d_m = d_0(a_0 - d_1) \quad \text{and} \quad b(n, q_n)e_n = e_0(b_0 - e_1). \]

In particular, \( a(m, p_m) \neq 1 \) and \( b(n, q_n) \neq 1 \).

**Proof.** The first equalities are obtained by straightforward computations (cf. the proof of Lemma 1.4.1 (6)). As for the second assertion, assume that \( a(m, p_m) = 1 \). Then \( d_m \geq d_0 \), which is absurd because \( d_0 > d_1 \geq d_m \).

Hence \( a(m, p_m) \neq 1 \). Similarly, \( b(n, q_n) \neq 1 \). \( \square \)

6.10

Set \( M : p_1 + \cdots + p_m \). Let \( P_0, P_1, \ldots, P_{M-1} \) be the points of \( C \) over \( P_0, P_i \) being infinitely near to \( P_{i-1} \) of order one for \( 1 \leq i \leq M - 1 \). Let \( \sigma_i : V_i \rightarrow V_{i-1} \) be the quadratic transformation of \( V_{i-1} \) with center at \( P_{i-1} \) for \( 1 \leq i \leq m \). The composition \( \rho_1 = \sigma_1 \cdots \sigma_M : V_M \rightarrow V_0 := V \)

\[ \text{By abuse of (and also for the sake of simplifying) the notations, we use these notations though they overlap in part those introduced in 5.8.1 - 5.8.3.} \]
is called the Euclidean transformation with respect to \((\overline{C}, P_0)\) (cf. \[1.3.1\]). Let \(\rho_2 : V_{M+N} \rightarrow V_M\) be the Euclidean transformation with respect to \((\rho_1'(\overline{C}), \rho_1^{-1}(Q_0))\), where \(N = q_1 + \cdots + q_n\). Let \(W := V_{M+N}\) and let \(\rho := \rho_1\rho_2 : W \rightarrow V\) be the composition of \(\rho_1\) and \(\rho_2\). Let \(C' := \rho'(\overline{C})\) and \(N' := \rho'(\overline{\Lambda})\). By abuse of notations, we denote \(\rho'(E_0)\) and \(\rho'(F_0)\) by \(E_0\) and \(F_0\) again, respectively. Then it is by a straightforward computation that we obtain the following weighted graph of \(\rho^{-1}(E_0 \cup F_0)\):

\[
\begin{array}{cccc}
E & \alpha & F & \mathcal{F} \\
\end{array}
\]

where \(\mathcal{E}\) and \(\mathcal{F}\) are the graphs similar to that in the Figure 1 of \[1.3.4\] and where \(\alpha = -(p_1 + 1)\) if \(m > 1\) and \(\alpha = -p_1\) if \(m = 1\).
Figure 2: The weighted graph $\mathcal{E}$

(1) $m$ : even

\[
\begin{align*}
&{p_2 - 1} \begin{cases} 
-2 & E(2, 1) \\
-2 & E(2, p_2 - 1) \\
-(p_2 + 2) & E(2, p_2) \\
-2 & E(4, 1) \\
-2 & E(m - 2, p_{m-2}) \\
-2 & E(m, p_m - 1) \\
-1 & E(m, p_m) \\
-(p_m + 1) & E(m - 1, p_{m-1}) \\
-2 & E(m - 1, 1) \\
-(p_m - 2 + 2) & E(m - 3, p_{m-3}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_m - 1} \begin{cases} 
-2 & E(m, 1) \\
-2 & E(m, p_m - 1) \\
-1 & E(m, p_m) \\
-(p_m + 1) & E(m - 1, p_{m-1}) \\
-1 & E(m, p_m) \\
-2 & E(m - 1, 1) \\
-(p_m - 2 + 2) & E(m - 3, p_{m-3}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_{m-1} - 1} \begin{cases} 
-2 & E(m - 1, 1) \\
-2 & E(m - 1, 1) \\
-2 & E(m - 3, p_{m-3}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_{1}} - 1 \begin{cases} 
-2 & E(1, 1) \\
-2 & E(1, 1) \\
\end{cases}
\end{align*}
\]

(2) $m$ : odd

\[
\begin{align*}
&{p_2 - 1} \begin{cases} 
-2 & E(2, 1) \\
-2 & E(2, p_2 - 1) \\
-(p_2 + 2) & E(2, p_2) \\
-2 & E(4, 1) \\
-2 & E(m - 2, p_{m-2}) \\
-2 & E(m, p_m - 1) \\
-1 & E(m, p_m) \\
-(p_m + 1) & E(m - 1, p_{m-1}) \\
-1 & E(m, p_m) \\
-2 & E(m - 1, 1) \\
-(p_m - 2 + 2) & E(m - 3, p_{m-3}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_m - 1} \begin{cases} 
-2 & E(m - 3, p_{m-3}) \\
-2 & E(m - 2, p_{m-2}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_{m-1} - 1} \begin{cases} 
-2 & E(m, p_m - 1) \\
-2 & E(m, p_m - 1) \\
-2 & E(m, 1) \\
-(p_m - 2 + 2) & E(m - 3, p_{m-3}) \\
-2 & E(3, 1) \\
-(p_2 + 2) & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases} \\
&{p_{1}} - 1 \begin{cases} 
-2 & E(1, p_1) \\
-2 & E(1, 1) \\
\end{cases}
\end{align*}
\]

where $E(2, 1)$ is linked to $E_0$, $C'$ intersects $E(m, p_m)$ but not other components, and $(C' \cdot E(m, p_m)) = d_m$. 

215
Curves on an affine rational surface

Figure 3: The weighted graph $\mathcal{F}$

where $F(2, 1)$ is linked to $F_0$, $C'$ intersects $F(n, q_n)$ but not other components, and $(C' \cdot F(n, q_n)) = e_n$. $\beta = t - (q_1 + 1)$ if $n > 1$ and $\beta = t - q_1$ if $n = 1$. In order to keep the notations in accordance with the
present ones, we shall write down the graphs $E$ and $F$ in the Figures 2 and 3, which are given in the next two pages.

6.11

With the notations of 6.9 and 6.10 we have the following:

**Lemma.** (1) The linear pencil $\Lambda'$ is spanned by $C'$ and

$$\Delta' := a_0E_0 + b_0F_0 + \sum_{i=1}^{m} \sum_{j=1}^{p_i} a(i, j)E(i, j) + \sum_{i=1}^{n} \sum_{j=1}^{q_i} b(i, j)F(i, j)$$

(2) $a_0 > 0$ and $a(i, j) \geq 0$ for $1 \leq i \leq m$ and $1 \leq j \leq p_i$; moreover, if $E(i, j)$ lies between $E_0$ and $E(m, p_m)$ (excluding $E(m, p_m)$) in the graph $\mathcal{E}$ then the multiplicity $a(i, j) > 0$.

(3) $b_0 > 0$ and $b(i, j) \geq 0$ for $1 \leq i \leq n$ and $1 \leq j \leq q_i$; moreover, if $F(i, j)$ lies between $F_0$ and $F(n, q_n)$ (excluding $F(n, q_n)$) in the graph $\mathcal{F}$ then the multiplicity $b(i, j) > 0$.

**Proof.** (1) By a straightforward computation we obtain $C' \sim \Delta'$. By the assumption at the beginning of 6.9, $C'$ is an irreducible member of $\Lambda'$. Hence the assertion (1) holds.

(2) Since $\Lambda'$ consists of effective divisors we know that $a(i, j) \geq 0$ for $1 \leq i \leq m$ and $1 \leq j \leq p_i$. Besides, $a_0 = e_0 - td_0 > 0$ (cf. 6.8.3). If $E(i, j) \neq E(m, p_m)$, then $(C' \cdot E(i, j)) = 0$, which implies that $E(i, j)$ is an irreducible component of a member of $\Lambda'$. Especially, if $E(i, j)$ lies between $E_0$ and $E(m, p_m)$ in the graph $\mathcal{E}$, it is readily seen that $E(i, j)$ is connected to $E_0$ through the components of $\Lambda'$. Hence $E(i, j)$ is a component of $\Delta'$, i.e., $a(i, j) > 0$.

(3) The assertion (3) is proved by the same argument as above.
6.12

Lemma. (1) Assume that \( a(1, 1) = 0 \). Then \( a(m, p_m) = 0 \) and \( a(i, j) = 0 \) whenever \( E(i, j) \) lies between \( E(1, 1) \) and \( E(m, p_m) \) in the graph \( \mathcal{E} \); such \( E(i, j) \)'s with \( a(i, j) = 0 \) (excluding \( E(m, p_m) \)) are contained in one and only one member of \( \mathcal{N}' \); \( E(m, p_m) \) is a cross-section of \( \mathcal{N}' \), esp. \( d_m = 1 \).

(2) Assume that \( b(1, 1) = 0 \). Then \( b(n, q_n) = 0 \) and \( b(i, j) = 0 \) whenever \( F(i, j) \) lies between \( F(1, 1) \) and \( F(n, q_n) \) in the graph \( \mathcal{F} \); such \( F(i, j) \)'s with \( b(i, j) = 0 \) (excluding \( F(n, q_n) \)) are contained in one and only one member of \( \mathcal{N}' \); \( F(n, q_n) \) is a cross-section of \( \mathcal{N}' \), esp. \( e_n = 1 \).

Proof. We shall prove only the assertion (1) because the assertion (2) is proved in a similar fashion. The assumption \( a(1, 1) = 0 \) implies that \( a(m, p_m) = 0 \) (cf. Lemma 6.9) and that \( E(1, 1) \) is contained in a member of \( \mathcal{N}' \) other than \( \mathcal{N}' \) (and \( C' \), of course). If \( E(i, j) \neq E(m, p_m) \) lies between \( E(1, 1) \) and \( E(m, p_m) \) in the graph \( \mathcal{E} \) then it is readily seen that \( E(i, j) \) is contained in the same member of \( \mathcal{N}' \) as \( E(1, 1) \) is, which implies \( a(i, j) = 0 \). Moreover, we know that \( E(m, p_m) \) is a quasi-section of \( \mathcal{N}' \). Since \( (C' \cdot E(m, p_m)) = d_m \) and every member of \( \mathcal{N}' \) has a one-place point on \( E(m, p_m) \), we know that \( d_m = 1 \).

6.13

We shall prove the following:

Lemma. With the notations as above, we have:

1. \( a(1, 1) = b(1, 1) = 0 \).

2. \( d_0 = e_1, d_1 = e_2, n = m + 1 \) and \( (d_0, e_0) = 1 \).

6.13.1

Assume that \( a(1, 1) > 0 \) and \( b(1, 1) > 0 \). Then it is clear from the arguments in the previous paragraphs that the following assertions hold true:

1° \( a(i, j) > 0 \) for every pair \((i, j)\) with \(1 \leq i \leq m\) and \(1 \leq j \leq p_i\); similarly, \( b(i, j) > 0 \) for every pair \((i, j)\) with \(1 \leq i \leq n\) and \(1 \leq j \leq q_i\).

2° \( a(m, p_m) \neq 1 \) and \( b(n, q_n) \neq 1 \) (cf. Lemma 6.9).

3° the set \( B' \) of base points of the pencil \( \Lambda' \) consists of two points \( P' \) and \( Q' \) lying on \( E(m, p_m) \) and \( F(n, q_n) \), respectively, such that \( P' \notin \) the components of \( \Lambda' \) other than \( E(m, p_m) \) and \( Q' \notin \) the components of \( \Lambda' \) other than \( F(n, q_n) \).

4° all components of \( \Lambda' \) except \( E(m, p_m), F(n, q_n) \) and \( F_0 \) have self-intersection multiplicities \( \leq -2 \).

Since \( \Lambda' \) is a linear pencil of rational curves as assumed, Lemma 2.3 (4) implies that \( \beta = 1 \), i.e., \( F_0 \) is contractible. Let \( \tau_1 : W \to W_1 \) be the contraction of the components \( F_0, F(2, 1), \ldots, F(2, q_2 - 1) \). Then \((\tau_1(E_0))^2 = \alpha + q_2 \) and \((\tau_1(F(2, q_2))^2 = -(q_3 + 1) \leq -2 \); a unique contractible component of \( \tau_1(\Lambda') \) is \( \tau_1(E_0) \), i.e., \( \alpha + q_2 = -1 \). Let \( \tau_2 : W_1 \to W_2 \) be the contraction of \( \tau_1(E_0), \tau_1(E(2, 1)), \ldots, \tau_1(E(2, p_2 - 1)) \). Then \((\tau_2(\tau_1(F(2, q_2)))^2 = -(q_3 - p_2 + 1) \) and \((\tau_2(\tau_1(E(2, p_2)))^2 = -(p_3 + 1) \); a unique contractible component of \( (\tau_2(\tau_1)(\Lambda') \) is \( \tau_2(\tau_1(F(2, q_2)) \). We repeat the contractions of this kind as far as we can. Let \( \tau : W \to Z \) be the contraction of all possible components of \( \Lambda' \) lying between \( E(m, p_m) \) and \( F(n, q_n) \) of the weighted graph of \( \Lambda' \) (excluding \( E(m, p_m) \) and \( F(n, q_n) \)). Then the pencil \( \tau_\star \Lambda' \) (= the proper transform of \( \Lambda' \) by \( \tau \), which is spanned by \( \tau(C') \) and \( \tau, \Lambda' \), satisfies the same properties as the pencil observed in 6.4.

6.13.2

Set \( D_1 := \tau(E(m, p_m)) \), \( D_2 := \tau(F(n, q_n)) \), \( p := (D_1^2) \) and \( q := (D_2^2) \). Write the weighted graph of \( \tau_\star(\Lambda') \) in the form:

...
where:

1° $G$ coincides with the subgraph of $\mathcal{E}$ between $E(1, 1)$ and $E(m, p_m)$ (excluding $E(m, p_m)$); hence $G \neq \phi$.

2° $H$ coincides with the subgraph of $\mathcal{F}$ between $F(1, 1)$ and $F(n, q_n)$ (excluding $F(n, q_n)$); hence $H \neq \phi$.

3° $M$ is the weighted graph of the images by $\tau$ of the components of $\Delta'$ which lie between $E(m, p_m)$ and $F(n, q_n)$ in the weighted graph of $\Delta'$ (excluding $E(m, p_m)$ and $F(n, q_n)$); $M$ might be empty.

4° either $p \leq 0$ or $q \leq 0$.

Only the assertion 4° needs a proof. Assume that $p > 0$ and $q > 0$. Then $M = \phi$. However, by the contraction $\tau$, either the component of $\Delta'$ next to $E(m, p_m)$ and not belonging to $G$ (i.e., $E(m, p_m)$ if $m$ is even; $E(m - 1, p_{m-1})$ if $m$ is odd and $m > 1$; $E_0$ if $m = 1$) or the component of $\Delta'$ next to $F(n, q_n)$ and not belonging to $H$ (i.e., $F(n, q_n)$ if $n$ is even; $F(n - 1, q_{n-1})$ if $n$ is odd and $n > 1$; $F_0$ if $n = 1$) is contracted last. Then $p = 0$ or $q = 0$, which is a contradiction. Hence either $p \leq 0$ or $q \leq 0$. Now, noting that $a(m, p_m) \neq 1$ and $b(n, q_n) \neq 1$ (cf. 6.13.1 2°), we know by Lemma 6.8 that either $G = \phi$ or $H = \phi$. This is a contradiction. Therefore we have either $a(1, 1) = 0$ or $b(1, 1) = 0$.

6.13.3

Assume that $a(1, 1) = 0$ and $b(1, 1) > 0$. Then the following assertions hold true:

1° $a(i, j) > 0$ if $E(i, j)$ lies between $E_0$ and $E(m, p_m)$ (excluding $E(m, p_m)$) in the graph $\mathcal{E}$ and $a(i, j) = 0$ if otherwise; $b(i, j) > 0$ for every pair $(i, j)$ with $1 \leq i \leq n$ and $1 \leq j \leq q_i$. 
2° set $D_1 := F_0$, $D_2 := F(n, q_n)$, $p := \beta = (D_1^2)$ and $q = -1 = (D_2^2)$; then $\Delta'$ has the following weighted graph:

\[ G \quad M \quad H, \]

where:

(i) $G$ is the weighted graph consisting of $E_0$ and components of $\mathcal{E}$ lying between $E_0$ and $E(m, p_m)$ (excluding $E(m, p_m)$),

(ii) $M$ coincides with the subgraph of $\mathcal{F}$ between $F_0$ and $F(n, q_n)$ (excluding $F(n, q_n)$),

(iii) $H$ coincides with the subgraph of $\mathcal{F}$ between $F(1, 1)$ and $F(n, q_n)$ (excluding $F(n, q_n)$); hence $H \neq \emptyset$.

3° the set $B'$ of base points of $\Lambda'$ consists of a single point $Q'$ on $D_2$ but not on the other components of $\Delta'$.

4° $b(n, q_n) \neq 1$ (cf. 6.13.1 2°),

5° the multiplicity $a(m, p_m - 1) = d_m = 1$ if $m$ is even; $a(m - 1, p_{m-1}) = d_m = 1$ if $m$ is odd and $m > 1$; $a_0 = d_1 = 1$ if $m = 1$ (cf. Lemma 6.12 (1)).

We shall apply Lemma 6.6 to the present situation. First, we know that $p = -1$, i.e., $t = q_1$, because $q = -1$ (cf. Lemma 6.6 (1) or (2)). Since $H \neq \emptyset$ and $b(n, q_n) \neq 1$, Lemma 6.6 (3) implies that any component in the graphs $G$ and $M$ as well as $D_1$ has multiplicity $> 1$ in $\Delta'$. However this contradicts the assertion 5° above.

Therefore, the case where $a(1, 1) = 0$ and $b(1, 1) > 0$ does not occur. Similarly, we can show that the case where $a(1, 1) > 0$ and $b(1, 1) = 0$ does not occur.

6.13.4

We have thus proved that $a(1, 1) = b(1, 1) = 0$. Hence $\Lambda'$ has no base points, and $E(m, p_m)$ and $F(n, q_n)$ are cross-sections of $\Lambda'$, i.e., $d_m =$
Curves on an affine rational surface

\[ e_n = 1. \text{ By definition of } a(1, 1) \text{ and } b(1, 1) \text{ (cf. 6.2), the equalities } a(1, 1) = b(1, 1) = 0 \text{ imply that } e_0 = te_0 + d_1 \text{ and } d_0 = e_1, \text{ where } t = q_1 \text{ if } n > 1 \text{ and } t = q_1 - 1 \text{ if } n = 1. \text{ If } n = 1 \text{ and } t = q_1 - 1 \text{ then } d_1 = e_1 = d_0, \text{ which is a contradiction as } d_0 > d_1. \text{ Hence, } n > 1 \text{ and } t = q_1. \text{ Then, since } e_0 = q_1e_1 + d_1, \text{ we have } d_1 = e_2. \text{ This implies that } n = m + 1, d_0 = e_1, d_1 = e_2, \ldots, d_m = e_n, \text{ and } p_1 = q_2, \ldots, p_m = q_n. \text{ In particular, } (d_0, e_0) = e_n = 1. \text{ This completes a proof of Lemma 6.13.}

6.14

Returning to the situation of 6.8.1, we shall assume in this paragraph that \( d_0 = 1. \) Let \( \tau : V_1 \rightarrow V \) be the contraction of \( E_0^{(1)} \), and let \( E_0 := \tau(E_1), F_0 := \tau(F_1), \overline{C} := \tau(C^{(1)}) \) and \( \overline{\Lambda} := \tau_s(\sigma'_1 \Lambda). \) Then we have:

1. \( \overline{\Lambda} \) is spanned by \( \overline{C} \) and \( e_0E_0 + F_0, \)

2. \( (E_0^2) = (F_0^2) = 0 \) and \( (E_0 \cdot F_0) = 1; \) thence \( V \) is isomorphic to \( \mathbb{P}_k^1 \times \mathbb{P}_k^1 \) whose two distinct fibrations by \( \mathbb{P}_k^1 \) are given by the linear pencils \( |E_0| \) and \( |F_0|, \)

3. \( \overline{C} \cdot E_0 = P_0 \) and \( \overline{C} \cdot F_0 = e_0 \cdot Q_0, \) where \( P_0, Q_0 \neq E_0F_0. \)

We shall show the following:

Lemma. (4) \( \overline{C} \) is nonsingular.

5. Let \( \rho : W \rightarrow V \) be the shortest composition of quadratic transformations by which the proper transform \( \Lambda' := \rho'(\overline{\Lambda}) \) of \( \overline{\Lambda} \) by \( \rho \) has no base points. Then we have:

1. \( \rho^{-1}(E_0 \cup F_0) \) has the following weighted graph:

\[
\begin{array}{cccccccc}
-1 & -2 & \cdots & -1 & -e_0 & -1 & -2 & \cdots & -2 \\
E_{e_0} & E_{e_0-1} & \cdots & E_1 & E_0 & F_0 & F_{e_0} & F_{e_0-1} & \cdots & F_1,
\end{array}
\]

where, by abuse of notations, we denote \( \rho'(E_0) \) and \( \rho'(F_0) \) by \( E_0 \) and \( F_0, \) respectively.

\[12\] Since \( F_0 \) must be an exceptional component of \( \Lambda' \) we have \( \beta = -1. \)
Lemma. With the above notations, we have:

(ii) $\Lambda'$ is spanned by $C' := \rho'(\overline{C})$ and $\Lambda' := \sum_{i=0}^{e_0-1}(e_0-i)E_i + F_0$.

(iii) $E_{e_0}$ and $F_{e_0}$ are cross-sections of $\Lambda'$.

(iv) $F_1, \ldots, F_{e_0-1}$ are contained in one and only one member of $\Lambda'$.

Proof. (4) Let $E$ be a member of $|E_0|$ such that $Q_0 \in E_0$. Then, since $E_0$ is isomorphic to $\mathbb{P}_k^1$ and $(\overline{C} : E) = 1$, $\overline{C}$ is non-singular at $Q_0$, $\overline{C}$ is apparently nonsingular at other points.

(5) follows from a straightforward computation.

\[ \Box \]

6.15

Let $W$, $\Lambda'$, $C'$ and $\Delta'$ be as in 6.10 (and 6.11) or 6.14. Since $\Lambda'$ has no base points, $\Lambda'$ defines a surjective morphism $\varphi : W \to \mathbb{P}_k^1$ whose fibers are members of $\Lambda'$. Set $S_1 := E(m, p_m)$ and $S_2 := F(n, q_n)$ if $d_0 > 1$; set $S_1 := E_{e_0}$ and $S_2 := F_{e_0}$ if $d_0 = 1$. Then both $S_1$ and $S_2$ are cross-sections (cf. Lemmas 6.12 and 6.14). When $d_0 > 1$, let $R_1$ be the union of $E(i, j)$’s which lie between $E(1, 1) and E(m, p_m)$ in the graph $\mathcal{E}$ (with $F(1, 1)$ included and $E(m, p_m)$ excluded), and let $R_2$ be the union of $E(i, j)$’s which lie between $F(1, 1)$ and $F(n, q_n)$ in the graph $\mathcal{F}$ (with $F(1, 1)$ included and $F(n, q_n)$ excluded). Note that $R_1 \neq \emptyset$ and $R_2 \neq \emptyset$.

When $d_0 = 1$ and $e_0 > 1$, let $R$ be the union of $F_1, \ldots, F_{e_0-1}$. Let $\Gamma_1$ and $\Gamma_2$ be the fibers of $\varphi$ containing $R_1$ and $R_2$, respectively if $d_0 > 1$; let $\Gamma$ be the fiber of $\varphi$ containing $R$ if $d_0 = 1$ and $e_0 > 1$. Set $U := W - (R_1 \cup R_2 \cup S_1 \cup S_2 \cup \text{Supp}(\Delta'))$ if $d_0 > 1$; set $U := W - (R \cup S_1 \cup S_2 \cup \text{Supp}(\Delta'))$ if $d_0 = 1$ and $e_0 > 1$; set $U := W - (S_1 \cup S_2 \cup \text{Supp}(\Delta'))$ if $d_0 = e_0 = 1$.

Then $U$ is isomorphic to the affine plane $A^2_k$. We shall prove the next:

Lemma. With the above notations, we have:

(4) If $d_0 > 1$ then $\Gamma_1 = \Gamma_2$; we set $\Gamma := \Gamma_1 = \Gamma_2$.

(5) If either $d_0 > 1$ or $d_0 = 1$ and $e_0 > 1$ then $\Gamma$ has exactly two irreducible components $C_1$ and $C_2$ other than those contained in $R_1$ or $R_2$ (or $R$ if $d_0 = 1$ and $e_0 > 1$).
(6) If \( \gamma = e_0 = 1 \), the fibration \( \varphi \) has only one reducible fiber \( \Gamma \) which has two irreducible components.

**Proof.** Our proof consists of four steps.

(I) We shall prove first the following assertion:

\[
\text{The fibration } \varphi \text{ has one and only one fiber } \varphi^{-1}(Q) (Q \in \mathbb{P}_k^1) \text{ such that } \varphi^{-1}(Q) \cap U \text{ is reducible; then } \varphi^{-1}(Q) \cap U \text{ consists of two irreducible components.}
\]

**Proof.** Let \( Q_1, \ldots, Q_s \) be the points of \( \mathbb{P}_k^1 \) such that \( \varphi^{-1}(Q_i) \cap U \) is reducible for \( 1 \leq i \leq s \), and let \( Q_{s+1}, \ldots, Q_t \) be the points of \( \mathbb{P}_k^1 \) such that \( \varphi^{-1}(Q_i) \) is reducible but \( \varphi^{-1}(Q_i) \cap U \) is irreducible for \( s + 1 \leq i \leq t \).

We may assume that \( \varphi^{-1}(Q_1), \ldots, \varphi^{-1}(Q_s) \) and \( \varphi^{-1}(Q_{s+1}), \ldots, \varphi^{-1}(Q_t) \) exhaust all fibers of \( \varphi \) having respective properties. Then \( \varphi^{-1}(Q_i) \)'s \( (1 \leq i \leq t) \) and \( \varphi^{-1}(Q_{\infty}) \) are all reducible fibers of \( \varphi \). For \( 1 \leq i \leq s \), let \( n_i \) be the number of irreducible components of \( \varphi^{-1}(Q_i) \cap U \). On the other hand, write \( U := \text{Spec}(A) \) and \( U - \left( \bigcup_{i=1}^t \varphi^{-1}(Q_i) \cap U \right) := \text{Spec}(B) \). Then, since \( U \) is isomorphic to \( \mathbb{A}^2_k \), we know that \( A \) is a unique factorization domain and \( A^* = k^* \). Hence, by a similar argument as in (2.3.3), we know that \( B^*/k^* \) is a free \( \mathbb{Z} \)-module of rank \( n_1 + \cdots + n_s + (t - s) \). Since \( \varphi^{-1}(\mathbb{P}_k^1 - \{Q_1, \ldots, Q_s, Q_\infty\}) \) is a \( \mathbb{P}_k^1 \)-bundle over \( \mathbb{P}_k^1 - \{Q_1, \ldots, Q_s, Q_\infty\} \) and \( U - \left( \bigcup_{i=1}^t \varphi^{-1}(Q_i) \cap U \right) = \varphi^{-1}(\mathbb{P}_k^1 - \{Q_1, \ldots, Q_s, Q_\infty\}) - (S_1 \cup S_2) \), we know that \( U - \left( \bigcup_{i=1}^t \varphi^{-1}(Q_i) \cap U \right) \) is isomorphic to \( \mathbb{A}^1_k \times (\mathbb{P}_k^1 - \{Q_1, \ldots, Q_s, Q_\infty\}) \), where \( \mathbb{A}^1_k = \mathbb{A}^1_k \) (one point). Then by virtue of the unit theorem (cf. Sweedler [54]), \( B^*/k^* \) is a free \( \mathbb{Z} \)-module of rank \( 1 + t \). Hence we obtain

\[
n_1 + \cdots + n_s + (t - s) = 1 + t, \quad n_i \geq 2(1 \leq i \leq s)
\]

whence follows that \( s = 1 \) and \( n_1 = 2 \).
Certain affine plane curves with two places at infinity

(II) Assume that $d_0 > 1$ and $\Gamma_1 \neq \Gamma_2$. Then, each of $\Gamma_1$ and $\Gamma_2$ has two irreducible components other than those contained in $R_1$ and $R_2$. Suppose that $\Gamma_1$ has only one irreducible component $C_1$ other than those contained in $R_1$. Then the multiplicity of $C_1$ in $\Gamma_1$ is 1 and $(C_1 \cdot S_2) = 1$. Since the components of $\Gamma_1$ contained in $R_1$ are not exceptional components, Lemma 2.2 tells us that not only $C_1$ is an exceptional component of $\Gamma_1$ but also $\Gamma_1$ contains another exceptional component. This is a contradiction. Therefore, we know that $\Gamma_1 \cap U$ and $\Gamma_2 \cap U$ are reducible. But this contradicts the assertion proved in the step (I) above. Hence $\Gamma_1 = \Gamma_2$. By the same argument, we can show that $\Gamma$ has two irreducible components $C_1$ and $C_2$ other than those contained in $R$ provided $d_0 = 1$ and $e_0 > 1$.

(III) We shall show that if $d_0 > 1$ then $\Gamma$ has two irreducible components $C_1$ and $C_2$ other than those contained in $R_1$ or $R_2$. Assume the contrary, i.e., $\Gamma \cap U$ in irreducible. Then, the assertion proved in the step (I) implies that there exists a reducible fiber $\varphi^{-1}(Q)$ of the form: $\varphi^{-1}(Q) = L_1 + L_2$, where $L_1 \cong L_2 \cong \mathbb{P}^1_k$, $(L_1 \cdot L_2) = (L_1 \cdot S_1) = (L_2 \cdot S_2) = 1$, $(L_1 \cdot S_2) = (L_2 \cdot S_1) = 0$ and $(L_1^2) = (L_2^2) = -1$. Then $L_1 \cap U$ and $L_2 \cap U$ are isomorphic to the affine line $\mathbb{A}^1_k$; moreover, they satisfy the conditions (1) ~ (5) of Theorem 3.2 Chapter I. Hence, after a suitable change of coordinates $x, y$ of $U : \text{Spec}(k[x, y])$, we may assume that $L_1 \cap U$ and $L_2 \cap U$ are the $x$-axis and the $y$-axis, respectively; namely, $\varphi^{-1}(Q) \cap U$ is defined by $xy = 0$. Then $\Gamma \times_U \mathbb{A}^1_k$ is isomorphic to $\text{Spec}(k[x, y]/(xy - c))$ for $c \in k^*$, which is reduced. However, we shall show that $\Gamma \times_U \mathbb{A}^1_k$ is not reduced. Indeed, let $C_1$ be the unique irreducible component of $\Gamma$ which is not contained in $R_1$ and $R_2$. Then, since the components in $R_1$ and $R_2$ are not exceptional components, $C_1$ must be an exceptional component of $\Gamma$. Then the multiplicity of $C_1$ in $\Gamma$ is larger than 1 because $R_1 \neq \phi$, $R_2 \neq \phi$ and $C_1$ connects $R_1$ to $R_2$. Thus, we get a contradiction, and proved that $\Gamma$ has two irreducible components $C_1$ and $C_2$ other than those contained in $R_1$ or $R_2$. 
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3.2, Chapter I we may assume that there exists a fiber \( \varphi^{-1}(Q) = L_1 + L_2 \) such that \( L_1 \cong L_2 \cong \mathbb{P}^1_k \).

\[
(L_1 \cdot L_2) = (L_1 \cdot S_1) = (L_2 \cdot S_2) = 1, (L_1 \cdot S_2) = (L_2 \cdot S_1) = 0 \text{ and } (L_1^2) = (L_2^2) = -1.
\]

\[\square\]

6.16

In this paragraph we shall derive a consequence of Lemma 6.15, which also completes a proof of the “if” part of Theorem 6.1.

**Lemma.** Let \( f \) be an irreducible element of \( k[x, y] \) satisfying the conditions (1), (2) and (3) of Theorem 6.1. Then \( f \) is written in the form \( f = c(x^d y^e - 1) \) after a suitable change of coordinates \( x, y \) of \( k[x, y] \), where \( c \in k^* \), and \( d \) and \( e \) are positive integers such that \( (d, e) = 1 \).

**Proof.** With the notations of 6.15 let \( \Gamma \) be the unique fiber of \( \varphi \) such that \( \Gamma \cap U \) is reducible; as a matter of fact, \( \Gamma \cap U \) consists of two irreducible components. Let \( C_1 \) and \( C_2 \) be irreducible components of \( \Gamma \) such that \( C_i \cap U \neq \phi \) for \( i = 1, 2 \), and let \( d \) and \( e \) be multiplicities of \( C_1 \) and \( C_2 \) in \( \Gamma \), respectively. Since \( \Gamma \cap U \) is connected \( C_1 \) and \( C_2 \) intersect each other transversely in a single point on \( U \). Furthermore, \( C_1 \cap U \) and \( C_2 \cap U \) are isomorphic to the affine line. We shall show the latter assertion only in the case \( d_0 > 1 \) as the remaining cases \( (d_0 = 1 \text{ and } e_0 > 1; d_0 = e_0 = 1) \) can be treated in a similar fashion. Since \( R_1 \neq \phi \) and \( R_1 \cap R_2 = \phi \), either one of \( C_1 \) and \( C_2 \), say \( C_1 \), intersects a component in \( R_1 \). Then \( C_2 \cap R_1 = \phi \), for otherwise \( C_1 \cup C_2 \cup R_1 \) would contain a cyclic chain. The same reasoning implies that \( C_2 \cap R_2 = \phi \) if \( C_1 \cap R_2 \neq \phi \). Hence, if \( C_1 \cap R_2 \neq \phi \) then \( C_2 \cap R_i = \phi \) for \( i = 1, 2 \), i.e., \( C_2 \subset U \), which is absurd as \( U \) is affine. Thus \( C_1 \cap R_2 = \phi \) and \( C_2 \cap R_2 \neq \phi \). Moreover, \( C_i \) intersects \( R_i \) in a single point for \( i = 1, 2 \), for otherwise \( C_i \cup R_i \) would contain a cyclic chain. Since \( C_i \cong \mathbb{P}^1_k \), we finally know that \( C_i \cap U \) (\( i = 1, 2 \)) is isomorphic to the affine line \( \mathbb{A}^1_k \). Now, by virtue of Theorem 6.2 Chapter I we may assume that \( C_1 \cup U \) and \( C_2 \cap U \) are defined by \( x = 0 \) and \( y = 0 \), respectively, after a suitable change of coordinates \( x, y \) of \( k[x, y] \). Then it is clear that \( \Gamma \cap U \) (as a \( k \)-scheme) is defined by
Certain affine plane curves with two places at infinity

$x^d y^e = 0$ on $U = A^2_k := \text{Spec}(k[x,y])$. By construction of $\Lambda'$ (or $\varphi$) we know that $C_0$ is defined by $f := x^d y^e - c = 0$ for $c \in k^\ast$. Since $C_0$ is irreducible we must have $(d,e) = 1$. Apparently we can write $f$ in the form $f = c(x^d y^e - 1)$ after a suitable change of coordinates $x, y$ of $k[x,y]$.

\[\square\]

6.17

In this paragraphs we shall show that we may choose variables $x, y$ of $k[x,y]$ so that $d = d_0$ and $e = e_0$. In case $d_0 = e_0 = 1$, this was proved in the course of proving Lemma 6.15. In the remaining cases our assertion follows from the next:

Lemma. (1) Assume that $d_0 = 1$ and $e_0 > 1$. Then we have:

\[\Gamma = C_1 + e_0 C_2 + (e_0 - 1)F_1 + \cdots + F_{e_0 - 1},\]

where $(C_1^2) = -e_0$, $(C_2^2) = -1$, and $S_1 \cup S_2 \cup \text{Supp}(\Gamma)$ has the weighted graph:

```
-1  -e_0  -1  -2  -2  \cdots  -2  -1
S_1  C_1  C_2  F_1  F_2  S_2
```

(2) Assume that $d_0 > 1$. Then we have:

\[\Gamma = d_0 C_1 + e_0 C_2 + z_1 + z_2,\]

where:

1° $Z_i$ is an effective divisor such that $\text{Supp}(Z_i) = R_i$ for $i = 1, 2$;
2° $(C_1^2) = -(q_1 + 1)$ and $(C_2^2) = -1$;
3° $S_1 \cup S_2 \cup \text{Supp}(\Gamma)$ has the weighted graph:

```
-1  \ - (q_1 + 1)  -1  \ \ -1
S_1  C_1  C_2  G_1  C_1  S_2,
```

$G_i$ being the weighted graph of the irreducible components contained in $R_i$ for $i = 1, 2$. 

\[\square\]
A proof will be given in the subparagraphs 6.17.1 ~ 6.17.4 below. The facts which we frequently use in the course of a proof are the followings: Let \( V \) be a nonsingular projective surface, let \( \varphi : V \to \mathbb{P}^1_k \) be a surjective morphism whose general fibers are isomorphic to \( \mathbb{P}^1_k \) and let \( \Gamma := n_1C_1 + \cdots + n_rC_r \) be a reducible fiber of \( \varphi \). Let \( \tau : V \to W \) be a contraction of several components contained in \( \Gamma \), where \( W \) is nonsingular. Then, in the fiber \( \tau_*(\Gamma) \) of the fibration \( \psi : W \to \mathbb{P}^1_k \) with \( \varphi = \psi \cdot \tau \) the following assertions hold true (cf. Lemma 2.2):

(A) No three distinct components of \( \tau_*(\Gamma) \) have a point in common,

(B) Let \( S \) be a cross-section of \( \varphi \). Then no two distinct components of \( \tau_*(\Gamma) \) have a point in common on \( \tau(S) \).

In each stage of proof where we proceed on reduction ad absurdum, if we obtain a situation contrary to the assertion (A) (or (B), resp.) we shall say that we obtain a contradiction of type (A) (or (B), resp.).

6.17.1 A proof of the first assertion of the lemma.

(I) Assume that \( d_0 = 1 \) and \( e_0 > 1 \). By virtue of Lemma 6.15 (2), \( \Gamma \) has exactly two irreducible components \( C_1 \) and \( C_2 \) other than those contained in \( R \), one of which, say \( C_1 \), has multiplicity 1 in \( \Gamma \) and intersects \( S_1 \) transversely. Since \( \Gamma \cap U \) is connected, \( C_1 \) and \( C_2 \) intersect each other in a single point on \( U \). Then \( C_1 \cap R = \varnothing \) and \( C_2 \) intersects some component \( T \) in \( R \). Since those components contained in \( R \) are not exceptional components of \( \Gamma \), either one of \( C_1 \) and \( C_2 \) is an exceptional component. We shall show that \( C_2 \) is so. Indeed, if \( C_1 \) is an exceptional component, so is \( C_2 \) by virtue of Lemma 2.2 (6).

(II) We shall show that \( T = F_1 \). Suppose that \( T = F_i(i \neq 1, e_0 - 1) \). Then since \( (T^2) = -2 \) three components \( \tau(C_1) \), \( \tau(F_{i-1}) \) and \( \tau(F_{i+1}) \) of \( \tau \cdot \Gamma \) have a point in common after the contraction \( \tau \) of \( C_1 \) and \( T \), which is a contradiction of type (A). If \( T = F_{e_0-1} \) and \( e_0 > 2 \) then two components \( \tau(C_1) \) and \( \tau(F_{e_0-2}) \) have a point in common on \( \tau(S_2) \) after the contraction \( \tau \) of \( C_2 \) and \( T \), which is a
contradiction of type (B). Hence \( T = F_1 \) and \( S_1 \cup S_2 U \text{Supp}(\Gamma) \) has the weighted graph as given in the statement, where \((C_2^2) = -e_0\) because \( C_1 \) has self-intersection multiplicity 0 after the contraction of \( C_2, F_1, \ldots, F_{e_0-1} \). Once we know the way of contracting \( \Gamma \) to a single (irreducible) curve, it is an easy task to write down \( \Gamma \) in the form as given in the statement.

6.17.2

In the remaining of the paragraph 6.17 we assume that \( d_0 > 1 \). By virtue of Lemma 6.15 (2) and the proof of Lemma 6.16 we know that \( \Gamma \) has exactly two irreducible components \( C_1 \) and \( C_2 \) other than those contained in \( R_1 \cup R_2 \) such that \( C_1 \) and \( C_2 \) intersect each other transversely in a single point on \( U \) and that \( C_1 \cap R_i \neq \phi(i = 1, 2) \), \( C_1 \cap R_2 = \phi \) and \( C_2 \cap R_1 = \phi \). Let \( T_i \) be a unique irreducible component of \( R_i \) such that \((R_i \cdot C_i) > 0 \) for \( i = 1, 2 \). Let \( G_i \) be the weighted graph of \( R_i \) for \( i = 1, 2 \). Note that for \( i = 1, 2 \), \( R_i \neq \phi \) and \( R_i \) contains no exceptional components. This implies that either one of \( C_1 \) and \( C_2 \) is an exceptional component, i.e., \((C_1^2) = -1\) or \((C_2^2) = -1\). We shall show that \( T_1 = E(1, 1) \) and \( T_2 = F(1, 1) \). In order to do so we shall consider several possible cases separately. To avoid the tedious lengthiness a proof will not exceed a sketchy one.

6.17.2.1 The case where \( T_1 \) and \( T_2 \) are non-terminal components in the graphs \( G_1 \) and \( G_2 \), respectively.

Let \( D_1 \) and \( D'_1 \) (or, \( D_2 \) and \( D'_2 \), resp.) be components in \( R_1 \) (or \( R_2 \), resp.) which are linked to \( T_1 \) (or \( T_2 \), resp.) in the graph \( G_1 \) (or \( G_2 \), resp.). Then we have the configuration as follows:
Suppose that \((C_1^2) = -1\). Then either one of \(T_1\) and \(C_2\) becomes contractible after contracting \(C_1\), i.e., \((T_1^2) = -2\) or \((C_2^2) = -2\). If \(T_1\) is so the contraction \(\tau\) of \(C_1\) and \(T_1\) gives out three components \(\tau(D_1)\), \(\tau(D_1')\) and \(\tau(C_2)\) of \(\tau_*(\Gamma)\) having a point in common, a contradiction of type (A). If \((C_2^2) = -2\) then either one of \(T_1\) and \(T_2\) becomes contractible after contracting \(C_1\) and \(C_2\), i.e., \((T_2^2) = -3\) or \((C_2^2) = -2\). If \((T_2^2) = -3\) the contraction of \(C_1\), \(C_2\) and \(T_1\) leads us to a contradiction of type (A). If \((T_2^2) = -2\) the contraction of \(C_1\), \(C_2\) and \(T_2\) leads us to a contradiction of type (A). Thus the assumption \((C_1^2) = -1\) ends up with a contradiction.

Similarly, we can show the impossibility of the assumption \((C_2^2) = -1\).

### 6.17.2.2 The case where \(T_1\) is a terminal component in the graph \(G_1\) and \(T_2\) is a non-terminal component in the graph \(G_2\).

Let \(D_2\) and \(D_2'\) be as in 6.17.2.1.

(I) Firstly we shall consider the case \(m = 1\). Then \(R_1 \cup S_1\) and \(R_2 \cup S_2\) have the following weighted graphs (cf. 6.10 and 6.13.4):

\[
\begin{align*}
S_1 & \quad E(1, q_2 - 1) & \quad \cdots & \quad E(1, 1), \\
F(1, 1) & \quad \cdots & \quad F(1, q_1 - 1) & \quad F(1, q_1) & \quad S_2.
\end{align*}
\]

Hence \((T_2^2) = -2\). If \((C_2^2) = -1\) then the contraction \(\tau\) of \(C_2\) and \(T_2\) turns out three components \(\tau(D_2)\), \(\tau(D_2')\) and \(\tau(C_2)\) of \(\tau_*(\Gamma)\) having a point in common, a contradiction of type (A). Hence \((C_2^2) \neq -1\) and \((C_1^2) = -1\). Then \(T_1 = E(1, 1)\). Indeed, if \(T_1 = E(1, q_2 - 1)\) and \(q_2 \geq 3\) then the contraction \(\tau\) of \(C_1\) and \(T_2\) gives out two components \(\tau(C_2)\) and \(\tau(E(1, q_2 - 2))\) of \(\tau_*(\Gamma)\) having a point in common on \(\tau(S_1)\), a contradiction of type (B). Since \(C_2\) becomes contractible after the contraction of \(C_1\), \(E(1, 1), \ldots, E(1, q_2 - 1)\) we have \((C_2^2) = -(q_2 + 1)\). Then by the contraction \(\tau\) of \(C_1, E(1, 1), \ldots, E(1, q_2 - 1)\), \(C_2\) and \(T_2\) we have
two components $\tau(D_2)$ and $\tau(D'_2)$ of $\tau, (\Gamma)$ possessing a point in common on $\tau(S_1)$, a contradiction of type (B). Thus, this case is impossible.

(II) Now we assume that $m > 1$. Looking into the graph of $G_1$ which is the subgraph of $\mathcal{E}$ (cf. Figure 2 of 6.10) consisting of components $E(i, j)$'s between $E(1, 1)$ and $E(m, p_m)$ (with $E(m, p_m)$ excluded) we know that the contraction of all possible components in $C_1 \cup R_1$ cannot reduce $C_1 \cup R_1$ to a point. Let $D_1^{(1)}, \ldots, D_1^{(r-1)}$ and $D_1^{(r)}$ ($r \geq 1$) be the components in $R_1$ such that:

1° $T_1 = D_1^{(1)}$, and $D_1^{(i)}$ is linked to $D_1^{(i+1)}$ in the graph $G_1$ for $1 \leq i \leq r - 1$.

2° $((D_1^{(i)})^2) = -2$ if $i < r$ and $((D_1^{(r)})^2) \neq -2$.

Suppose that $(C_2^2) = -1$. Then we have either $(T_2^2) = -2$ or $(C_2^2) = -2$. If $(T_2^2) = -2$ the contraction of $C_2$ and $T_2$ leads us to a contradiction of type (A). If $(C_2^2) = -2$ then $T_2$ becomes contractible after the contraction of $C_2, C_1, D_1^{(i)}, \ldots, D_1^{(r-1)}$, i.e., $(T_2^2) = -(r + 2)$. The contraction $\tau$ of $C_2, C_1, D_1^{(i)}, \ldots, D_1^{(r-1)}$ and $T_2$ gives out three components $\tau(D_2), \tau(D'_2)$ and $\tau(D''_2)$ of $\tau, (\Gamma)$ having a point in common, a contradiction of type (A). Hence $(C_2^2) \neq -1$ and $(C_1^2) = -1$.

(III) We shall show that $T_1 = E(1, 1)$. Indeed, assume the contrary: $T_1 \neq E(1, 1)$. If $r \geq 2$ then the contraction $\tau$ of $C_1$ and $D_1^{(i)}$ gives out two components $\tau(D_2)$ and $\tau(C_2)$ of $\tau, (\Gamma)$ having a point in common on $\tau(S_1)$, a contradiction of type (B). Hence $r = 1$, $(C_2^2) = -2$ and either $(T_1^2) = -3$ (where $T_1 = D_1^{(r)}$) or $(T_1^2) = -2$. If $(T_1^2) = -2$ then the contraction of $C_1$, $C_2$ and $T_2$ leads us to a contradiction of type (A). If $(T_1^2) = -3$ and $R_1$ contains at least two components (i.e., $R_1$ has a component $D_1'$ such that $D_1' \neq T_1$ and $(D_1', T_1) = 1$) then the contraction $\tau$ of $C_1$, $C_2$ and $T_1$ gives out two components $\tau(D'_1)$ and $\tau(T_2)$ possessing a point in common on $\tau(S_1)$, a contradiction of type (B). The only remaining case is: $r = 1$, $R_1 = T_1$ and $(T_1^2) = -3$. Then
(T_2^2) = -3. However, the contraction τ of C_1, C_2, T_1 and T_2 gives out two components τ(D_2) and τ(D'_2) having a point in common on τ(S_1), a contradiction of type (B). Therefore, T_1 = E(1, 1).

(IV) C_2 becomes contractible by contracting C_1, D_1^{(1)}, \ldots, D_1^{(r-1)} and either one of D_1^{(r)} and T_2 becomes contractible by contracting C_2 further. If this is T_2 the contraction of C_1, D_1^{(1)}, \ldots, D_1^{(r-1)}, C_2 and T_2 turns out a contradiction of type (A). If this is D_1^{(r)} and if there exists a sequence of components D_1^{(r+1)}, \ldots, D_1^{(t-1)}, D_1^{(t)} in R_1 such that D_1^{(i)} is linked to D_1^{(i+1)} for r \leq i \leq t-1 and that ((D_1^{(i)})^2) = -2 if r < i < t and ((D_1^{(i)})^2) \neq -2 then T_2 becomes contractible after the contraction of C_1, D_1^{(1)}, \ldots, D_1^{(r-1)}, C_2, D_1^{(r)}, \ldots, D_1^{(t-1)}, while we obtain a contradiction of type (A) by contracting T_2 further.

The remaining cases are the next two: (1) m = 2 and p_2 = 2, or (2) m = 3 and p_2 = 1. In each of the cases we have the following weighted graphs of S_1 \cup R_1 \cup C_1 \cup C_2 and S_2 \cup R_2:

\begin{verbatim}
(1) -1 -3 -2 \ldots -2 -1 -(q_2 + 1)
S_1 \quad \quad \quad \quad C_1 \quad C_2
\end{verbatim}

\begin{verbatim}
-2 \quad -2 -(q_2 + 2) \quad -2 \quad -1
\end{verbatim}

\begin{verbatim}
S_2
\end{verbatim}

\begin{verbatim}
(2) -1 -2 \ldots -2 -3 \ldots -2 \ldots -2 -1 -(q_3 + 1)
S_1 \quad \quad \quad \quad C_1 \quad C_2
\end{verbatim}

\begin{verbatim}
-2 -(q_3 + 2) -2 \quad -2 -(q_3 + 1)
\end{verbatim}

\begin{verbatim}
S_1
\end{verbatim}

However, it is easy to see that both cases end up with contradictions. Thus, this case is impossible.
6.17.2.3 The case where $T_1$ is a non-terminal component in the graph $G_1$ and $T_2$ is a terminal component in the graph $G_2$. The same arguments as in 6.17.2.2 with slight modifications show that this case is impossible. The details are left to the readers.

6.17.2.4 The case where both $T_1$ and $T_2$ are terminal components in the graphs $G_1$ and $G_2$, respectively. We shall show that $T_1 = E(1, 1)$ and $T_2 = F(1, 1)$.

(I) We shall first show that $T_1 = E(1, 1)$. Assume the contrary. Then $R_1$ has at least two components. Suppose that $(C_1) = -1$. Then $(T_1) \neq -2$, for otherwise the contraction $T$ of $C_1$ and $T_1$ would lead us to a contradiction of type (B). Hence $(C_2) = -2$. Let $D_2^{(1)}, ..., D_2^{(s)}$ be the components of $R_2$ such that:

1. $T_2 = D_2^{(1)}$, and $D_2^{(i)}$ is linked to $D_2^{(i+1)}$ in the graph $G_2$ for $1 \leq i \leq s - 1$;
2. $(D_2^{(i)})^2 = -2$ for $i < s$ and $(D_2^{(s)})^2 \neq -2$.

[It is easy to ascertain the existence of such components by looking into the graph $G_2$.] Then $T_1$ becomes contractible after the contraction of $C_1, D_2^{(1)}, ..., D_2^{(s-1)}$, though we reach to a contradiction of type (B) by contracting $T_1$ further. Hence $(C_1) \neq -1$ and $(C_2) = -1$. Let $D_2^{(1)}, ..., D_2^{(s)}$ be as above. Then $C_1$ becomes contractible by contracting $C_2, D_2^{(1)}, ..., D_2^{(s-1)}$ and either one of $T_1$ and $D_2^{(s)}$ becomes contractible by contracting $C_1$ further. If $T_1$ is so then we obtain a contradiction of type (B) by contracting $C_2, D_2^{(1)}, ..., D_2^{(s-1)}, C_1$ and $T_1$. If $D_2^{(s)}$ is so and if there exists a sequence of components $D_2^{(s+1)}, ..., D_2^{(u)}$ in $R_3$ such that $D_2^{(i)}$ is linked to $D_2^{(i+1)}$ for $s \leq i \leq u - 1$ and that $(D_2^{(i)})^2 = -2$ if $s < i < u$ and $(D_2^{(u)})^2 \neq -2$ then $T_1$ becomes contractible by contracting $C_2, D_2^{(1)}, ..., D_2^{(u-1)}, C_1, D_2^{(s)}, ..., D_2^{(u-1)}$, though we obtain a contradiction of type (B) by contracting $T_1$ further. The remaining cases are the next two: (1) $n = 2$ and $q_2 = 2$ or (2) $n = 3$ and
Curves on an affine rational surface

$q_1 = 1$. However, $R_1$ consists of only one component in both cases (cf. 6.10 and 6.13.4), a contradiction. Hence $T_1 = E(1, 1)$.

(II) We shall next show that $T_2 = F(1, 1)$. Assume the contrary: $T_2 \neq F(1, 1)$. We shall treat the case $m = 1$ first. If $m = 1$ the weighted graph of $\text{Supp}(\Gamma)$ is given as follows:

![Diagram]

where $q_2 \geq 2$. If $(C_2^1) = -1$ then $(C_2^2) = -(q_2 + 1)$, which is absurd because there is no contractible component left in $\Gamma$ after $C_2$ is contracted. Hence $(C_2^2) \neq -1$ and $(C_2^2) = -1$. Then $(C_2^1) = -2$ and $q_1 = 1$, whence $T_2 = F(1, 1)$, a contradiction. We shall now assume that $m > 1$. Suppose that $(C_2^2) = -1$. Then $(T_2^2) \neq -2$, for otherwise we would obtain a contradiction of type (B). Hence $(C_2^1) = -2$. Let $D_1^{(1)}, \ldots, D_1^{(r)}$ be a sequence of components in $R_1$ as in 6.17.2.2. Then $T_2$ becomes contractible after contracting $C_2, C_1, D_1^{(1)}, \ldots, D_1^{(r-1)}$, though we obtain a contradiction of type (B) by contracting $T_2$ further. Therefore, $(C_2^2) \neq -1$ and $(C_2^2) = -1$. Let $D_1^{(1)}, \ldots, D_1^{(r)}$ be as above. Then $C_2$ becomes contractible after the contraction of $C_1, D_1^{(1)}, \ldots, D_1^{(r-1)}$, and either one of $D_1^{(r)}$ or $T_2$ becomes contractible by contracting $C_2$ further. If this is $T_2$ then we obtain a contradiction of type (B) because $T_2 \neq F(1, 1)$ implies that $R_2$ has at least two components. If this is $D_1^{(r)}$ and if there exists a sequence of components $D_1^{(r+1)}, \ldots, D_1^{(t)}$ in $R_1$ as chosen in 6.17.2.2, then $T_2$ becomes contractible after contracting $C_1, D_1^{(1)}, \ldots, D_1^{(r-1)}, C_2, D_1^{(r)}, \ldots, D_1^{(t-1)}$, though we obtain a contradiction of type (B) by contracting $T_2$ further. The remaining cases are: (1) $m = 2$ and $p_2 = 2$, or (2) $m = 3$ and $p_2 = 1$ (cf. the step (IV) of 6.17.2.2). These two cases are easily seen to end up with contradictions. Hence $T_2 = F(1, 1)$. 
6.17.3
By virtue of 6.17.2 we have the following weighted graph of $S_1 \cup S_2 \cup \text{Supp}(\Gamma)$:

\[
\begin{array}{cccccc}
\ & -1 & -1 \\
S_1 & G_1 & C_1 & C_2 & G_2 & S_2 \\
\end{array}
\]

If $(C_1^2) = -1$ then $(C_2^2) = -(q_2 + 1)$. However, by writing down concretely the weighted graph of $\text{Supp}(\Gamma)$ and performing the contraction of all possible components of $\Gamma$ we obtain readily a contradiction. We omit the details. Hence $(C_2^2) = -1$. Again by writing down concretely the weighted graph of $\text{Supp}(\Gamma)$ we know that $(C_1^2) = -(q_1 + 1)$ and $\Gamma$ can be, in fact, reduced to a single (irreducible) component with self-intersection multiplicity 0 by contracting all possible components of $\Gamma$.

6.17.4
The graph $G_2$ is written as:

Then, looking into the graphs $\mathcal{E}$ and $\mathcal{F}$, we know that the weighted graph of $\Delta'$ is given by
By comparing the weighted graphs of \( \text{Supp}(\Gamma) \) and \( \text{Supp}(\Delta') \) we know that the weighted graph of \( \text{Supp}(\Delta') \) is obtained from that of \( \text{Supp}(\Gamma) \) by contracting \( C_2 \) and \((q_1 - 1)\) components in \( G_2 \) which are linked successively to \( C_2 \). Since the multiplicities of \( E_0 \) and \( F_0 \) in \( \Delta' \) are \( e_2 \) and \( d_0 = e_1 \), respectively, we know that \( C_1 \) has multiplicity \( d_0 \) in \( \Gamma \) and the component in \( G_2 \) with weight \(-q_2 + 2\) has multiplicity \( e_2 \) in \( \Gamma \). Then it is apparent that \( C_2 \) has multiplicity \( e_2 + q_1 e_1 = e_0 \) in \( \Gamma \). This completes a proof of Lemma 6.17.

6.18

The “only if” part of Theorem 6.1 is easy to prove. So we omit a proof. We shall finish this section by noting that if \( f \) is as in the statement then there exists a nontrivial action of the multiplicative group scheme \( G_{m,k} \) on \( \mathbb{A}^2_k := \text{Spec}(k[x,y]) \) such that \( C'_\alpha \)'s are \( G_{m,k} \)-orbits for almost all \( \alpha \in k \). Indeed if \( f \) is written as \( f : c(x^dy^e - 1) \) we have only to define an action of \( G_{m,k} \) on \( \mathbb{A}^2_k \) via: \( ^t x : t^{-e} x \) and \( ^t y = t^d y \) for \( t \in G_{m,k} \).
Part III
Unirational surfaces

1 Review on forms of the affine line over a field

1.1
Throughout this section the ground field $k$ is assumed to be a nonperfect field of characteristic $p > 0$. We denote by $k_s$ and $\overline{k}$ the algebraic separable closure and the algebraic closure of $k$, respectively. For an integer $n$ we denote by $k^{t^n}$ the sub field $\{t^n | t \in k\}$ of $\overline{k}$. An irreducible nonsingular affine curve $X$ defined over $k$ is said to be a $k$-form of the affine line $\mathbb{A}^1_k$ if $X \otimes_k k'$ is $k'$-isomorphic to $\mathbb{A}^1_k$, for some algebraic extension $k'$ of $k$. It is a well-known fact that $X$ is $k$-isomorphic to $\mathbb{A}^1_k$ if $k'$ is taken to be separable over $k$. Thus, we have only to consider the case where $k'$ is purely inseparable over $k$. We shall recall several results from [26] and [27] which we need in the subsequent sections.

1.2
Let $X$ be a $k$-form of $\mathbb{A}^1_k$ and let $C$ be a complete normal model of $k(X)$. Then $C$ has only one place $P_\infty$ outside of $X$ which is possibly singular. The $k$-genus of $C$ is called the genus of $X$. The function field $k(X)$ is a $k$-form of the rational function field $k(t)$, i.e., $k(X) \otimes_k k' \cong k'(t)$ for some
algebraic extension $k'$ of $k$. Conversely, given a $k$-form $K$ of the rational function field $k(t)$, let $C$ be a complete $k$-normal model. Then $K$ is the function field of a $k$-form of $\mathcal{A}_1^1$ if and only if $C$ has at most one singular place. If $C$ has a unique singular place $P_\infty$, $X := C - P_\infty$ is a nontrivial $k$-form of $\mathcal{A}_1^1$ (cf. [26; 6.7]). If $C$ is nonsingular $C$ is $k$-isomorphic to $\mathbb{P}_k^1$ except possibly when $p = 2$ (cf. [ibid., 6.7.7]); in case $p = 2$, if $C$ has a $k$-rational point then $C$ is $k$-isomorphic to $\mathbb{P}_k^1$; if $P_\infty$ is any point purely inseparable over $k$ on $C$ then $X := C - P_\infty$ is a nontrivial $k$-form of $\mathcal{A}_1^1$.

1.3

Let $a$ be an element of $k - k^p$ and let $n$ be a positive integer. Let $\varphi : \mathbb{P}_k^1 \to \mathbb{P}_k^n$ be the embedding of $\mathbb{P}_k^1$ into $\mathbb{P}_k^n$ given by $t \mapsto (1, t, \ldots, t^{p^n-1}, t^{p^n} - a)$, where $t$ is an inhomogeneous parameter of $\mathbb{P}_k^1$. Let $P_\infty$ be the point of $\mathbb{P}_k^1$ defined by $t^{p^n} = a$. Denote by $X_{a,n}$ the image $\varphi(\mathbb{P}_k^1 - \{P_\infty\})$. Then we have:

**Lemma (cf. [26; Th. 6.8.1]).**

(i) Every $k$-rational $k$-form of $\mathcal{A}_1^1$ is $k$-isomorphic to $\mathcal{A}_1^1$ of $X_{a,n}$ for suitable $a \in k - k^p$ and $n \in \mathbb{Z}^+$.

(ii) $X_{a,n}$ is a $k$-rational $k$-form of $\mathcal{A}_1^1$ not $k$-isomorphic to $\mathcal{A}_1^1$.

(iii) $X_{a,n}$ is $k$-isomorphic to $X_{b,m}$ if and only if $m = n$ and there exist $\alpha, \beta, \gamma, \delta$ in $k^p$ such that $\alpha \delta - \beta \gamma \neq 0$ and $(\alpha \alpha + \beta)/(\gamma a + \delta) = b$.

1.4

**Lemma (cf. [ibid.; 6.8.2 f.]).** A $k$-form $X$ of $\mathcal{A}_1^1$ of $k$-genus 1 which has a $k$-rational point is $k$-birationally equivalent to an affine plane $k$-curve of one of the following types:

1. $p = 3$: $y^2 = x^3 + \gamma$ with $\gamma \in k - k^3$.
2. $p = 2$: $y^2 = x^3 + \beta x + \gamma$ with $\beta, \gamma \in k$ such that $\beta \notin k^2$ or $\gamma \notin k^2$.

Let $P_\infty := (x = -\gamma^{1/3}, y = 0)$ in the first case and $P_\infty := (x = \beta^{1/2}, y = \gamma^{1/2})$ in the second case. Let $C$ be a complete $k$-normal model of $k(X)$. Then $X$ is $k$-isomorphic to $C - P_\infty$. 
1.5

A $k$-form $X$ of $\mathbb{A}^1_k$ is said to be hyperelliptic if the complete $k$-normal model of $k(X)$ is hyperelliptic.

1.5.1

Lemma (cf. [27; Th. 2.2]). Let $k$ be a separably closed nonperfect field of characteristic $p > 2$. Then, a hyperelliptic $k$-form of $\mathbb{A}^1_k$ of $k$-genus $g \geq 2$ is $k$-birationally equivalent to an affine plane curve of the type

$$y^2 = x^{p^m} - a,$$

where $a \in k - k^p$, with $g = (p^m - 1)/2$. Conversely, the complete $k$-normal model $C$ of every such plane curve has a unique singular point $P_\infty$, and $C - P_\infty$ is a $k$-form of $\mathbb{A}^1_k$ of $k$-genus $(p^m - 1)/2$.

1.5.2

Lemma (cf. [ibid.; Th. 2.3]). Let $k$ be a separably closed nonperfect field of characteristic 2. Then a hyperelliptic $k$-form of $\mathbb{A}^1_k$ of $k$-genus $g \geq 2$ is $k$-birationally equivalent to an affine plane curve of one of the following types:

(A) $y^2 + (x^2 + a)^{2\ell} y + b = 0$, where $i \geq 0$, $\ell \geq 0$, $a \in k$, $b \in k - \{0\}$; $a \notin k^2$ if $i > 0$, $b \notin k^2$ if $\ell > 0$; and $g = 2i + \ell - 1$.

(B) $y^2 = x(x + \alpha)^{2\ell} + E(x)$, where $\alpha \in k$, $(x + \alpha)^{2\ell} \in k[x]$, $E(x) \in k[x]$ is an even polynomial of degree $2g + 2$, and $E(\alpha) \notin k^2$ in case $\alpha \in k$.

Conversely, the $k$-normal completion of every curve of type (A) of type (B), minus its unique singularity, is a $k$-form of $\mathbb{A}^1_k$: of $k$-genus $= g$ in case (A), of $k$-genus $\leq g$ in case (B).

\footnote{Instead of assuming the separable closedness on $k$ it suffices to assume that a $k$-form of $\mathbb{A}^1_k$ has a $k$-rational point.}
1.5.3

Lemma (cf. [ibid.; Th. 2.4]). The $k$-forms of $\mathbb{A}^1_k$ of genus 2 exist only if the characteristic $p$ of the separably closed ground field $k$ is either 2 or 5. Such a $k$-form is $k$-birationally equivalent to one of the following $k$-normal affine plane curves:

(I) In case $p = 2$:

$$C : y^2 = x(x + a)^4 + E(x)$$

where $a^4 \in k$, $E(x) \in k[x]$ is even of degree 6, and either $a \not\in k$ or $E(a) \not\in k^2$.

(II) In case $p = 5$:

$$D : y^2 = x^5 + a, \quad a \in k - k^5.$$
1.6.2

**Lemma (cf. Russell [47]; [26; 6.9.1]).** Let $X$ be a $k$-form of $\mathbb{A}^1_k$ and let $C$ be the $k$-normal completion of $X$. Assume that $X$ has a $k$-rational point $P_0$. Then the following conditions are equivalent to each other:

(i) $X$ has a $k$-group structure with $P_0$ as the neutral point.

(ii) $X$ is isomorphic to the underlying scheme of a $k$-group of Russell type.

(iii) $\text{Aut}_{k_s}(C \otimes k_s)$ is an infinite group.

**Remark.** With the notations of 1.6.2, $\text{Aut}_{k_s}(C \otimes k_s) = \text{Aut}_{k_s}(X \otimes k_s)$ if $X$ is not $k$-rational (cf. [27; 3.1.1]). The function field $k(G)$ of a $k$-group $G$ of Russell type is rational if and only if $p = 2$ and $G$ is $k$-isomorphic to an affine plane curve

$$y^2 = x + ax^2 \quad \text{with} \quad a \in k - k^2.$$ 

If $p > 2$, the underlying $k$-scheme of a $k$-group of Russell type is not hyperelliptic (cf. [27; Cor. 3.3.2]).

2 Unirational quasi-elliptic surfaces

2.1

Throughout this section, the ground field $k$ is assumed to be an algebraically closed field of characteristic $p > 0$. A nonsingular projective surface $X$ defined over $k$ is called a **quasi-elliptic surface** if there exists a morphism $f : X \to C$ from $X$ to a nonsingular projective curve $C$ such that almost all fibers of $f$ are irreducible singular rational curves of arithmetic genus 1 (cf. [9], [39]). According to Tate [55], such surfaces
Unirational surfaces

can occur only in the case where the characteristic \( p \) is either 2 or 3, and almost all fibers of \( f \) have single ordinary cusps. Thus, the generic fiber \( X_{\mathcal{R}} \) of \( f \), minus the unique singular point, is a \( \mathcal{R} \)-form of \( \mathbb{A}^1 \) of \( \mathcal{R} \)-genus 1, where \( \mathcal{R} \) is the function field of \( C \) over \( k \). On the other hand, \( X \) is unirational over \( k \) if and only if \( C \) is a rational curve. We assume in this section that every quasi-elliptic surface has a rational cross-section, i.e., there is a rational mapping \( s : C \rightarrow X \) such that \( f \cdot s = \text{id}_C \). Our ultimate purpose is to prove the following two theorems.

2.1.1

**Theorem.** Let \( k \) be an algebraically closed field of characteristic 3. Then any unirational quasi-elliptic surface with a rational cross-section defined over \( k \) is birational to a hypersurface in \( \mathbb{A}^3_k : t^2 = x^3 + \varphi(y) \) with \( \varphi(y) \in k[y] \) of degree prime to 3. Let \( K := k(t,x,y) \) be the algebraic function field of an affine hypersurface of the above type, let \( m = [\frac{d}{6}] \) and let \( \hat{H} \) be the (nonsingular) minimal model of \( K \) when \( K \) is not rational over \( k \). Moreover, if \( d \geq 7 \) assume that the following conditions hold:

1. For every root \( \alpha \) of \( \varphi'(y) = \frac{d \varphi}{dy} = 0 \), \( v_\alpha(\varphi(y) - \varphi(\alpha)) \leq 5 \), where \( v_\alpha \) is the \( (y - \alpha) \)-adic valuation of \( k[y] \) with \( v_\alpha(y - \alpha) = 1 \).

2. If, moreover, \( \varphi(y) - \varphi(\alpha) = a(y - \alpha)^3 + \text{(terms of higher degree in } y - \alpha) \) for some root \( \alpha \) of \( \varphi'(y) = 0 \) and \( a \in k^* \) then \( v_\alpha(\varphi(y) - \varphi(\alpha) - a(y - \alpha)^3) \leq 5 \).

Then we have the following:

(i) If \( m = 0 \), i.e., \( d \leq 5 \), then \( K \) is rational over \( k \). If \( d \geq 7 \), \( K \) is not rational over \( k \), and the minimal model \( \hat{H} \) exists.

(ii) If \( m = 1 \), i.e., \( 7 \leq d \leq 11 \), then \( \hat{H} \) is a K3-surface.

\(^3\text{Note that if } K \text{ is ruled and unirational then } K \text{ is rational. Hence if } K \text{ is not rational } K \text{ has the minimal model.}\)
(iii) If $m > 1$, i.e., $d \geq 13$, then $p_a(\tilde{H}) = p_\delta(\tilde{H}) = m$, $\dim H^1(\tilde{H}, \mathcal{O}_{\tilde{H}}) = 0$, the $r$-genus $P_r(\tilde{H}) = r(m - 1) + 1$ for every positive integer $r$ and the canonical dimension $\kappa(\tilde{H}) = 1$.

2.1.2

**Theorem.** Let $k$ be an algebraically closed field of characteristic 2. Then any unirational quasi-elliptic surface with a rational cross-section defined over $k$ is birational to a hyper-surface in $\mathbb{A}^3_k$:

$$t^2 = x^3 + \psi(y)x + \phi(y) \text{ with } \phi(y), \psi(y) \in k[y].$$

Conversely, let $K := k(t, x, y)$ be an algebraic function field of dimension 2 generated by $t, x, y$ over $k$ such that

$$t^2 = x^3 + \phi(y) \text{ with } \phi(y) = y\varphi(y)^2 \in k[y]\text{ and } d = \deg_\varphi. \text{ Let } m = \left\lfloor \frac{d}{3} \right\rfloor.$$

Assume moreover that, for every $\alpha \in k$, if we write $\phi(y + \alpha) = \sum_{i \geq 0} a_i y^i$ then one of $a_1, a_3$ and $a_5$ is nonzero. Then we have the following:

(i) If $m = 0$, i.e., $0 \leq d \leq 2$, $K$ is rational over $k$. If $m > 0$, $K$ is not rational over $k$, and the minimal model $\tilde{H}$ of $K$ over $k$ exists.

(ii) If $m = 1$, i.e., $3 \leq d \leq 5$, then $\tilde{H}$ is a $K3$-surface.

(iii) If $m > 1$, i.e., $d \geq 6$, then $p_a(\tilde{H}) = p_\delta(\tilde{H}) = m$, $\dim H^1(\tilde{H}, \mathcal{O}_{\tilde{H}}) = 0$, the $r$-genus $P_r(\tilde{H}) = r(m - 1) + 1$ for every positive integer $r$ and the canonical dimension $\kappa(\tilde{H}) = 1$.

Proofs of both theorems will be given after some preparations on double coverings.

2.2

Let $X$, with $f : X \rightarrow C$, be a quasi-elliptic surface defined over $k$ and let $\mathcal{R}$ be the function field of $C$ over $k$. Then the generic fiber $X_\mathcal{R}$ of $f$ is an irreducible normal projective curve over $\mathcal{R}$ with arithmetic genus $p_a(X_\mathcal{R}) = 1$ and geometric genus 0. Hence $X_\mathcal{R}$ has only one singular point, whose multiplicity is 2. Let $\mathcal{R}_k$ be a separable algebraic closure

---

\[ 3 \text{With no loss of generality, we may write } \phi(y) \text{ in the form } \phi(y) = y\varphi(y)^2. \]
of $\mathcal{R}$. By Chevalley [12; Th. 5, p.99], $X \otimes \mathcal{R}$ is then a normal projective curve of arithmetic genus 1. This implies that the characteristic $p$ of $k$ must be either 2 or 3 by virtue of Tate [55], and that the singular point of $X_{\mathcal{R}}$ is a one-place point of multiplicity 2, which is rational over a purely inseparable extension of $\mathcal{R}$. Therefore, general fibers of $f$ have single ordinary cusps.

Let $\Gamma$ be the closure in $X$ of the unique singular point of $X_{\mathcal{R}}$. Let $f_\Gamma : \Gamma \to C$ be the restriction of $f$ onto $\Gamma$. Since the singular point of $X_{\mathcal{R}}$ is a one-place point, $f_\Gamma$ is a generically one-to-one morphism. Hence $\deg f_\Gamma$ is a power $p^n$ of the characteristic $p$, and, for a fiber $f^{-1}(P)$ of $f$ such that $f^{-1}(P)$ meets $\Gamma$ at a simple point of $\Gamma$, the intersection number $(\Gamma \cdot f^{-1}(P))$ must be 2 or 3 because $\Gamma \cap f^{-1}(P)$ is an ordinary cusp. Hence, $n = 1$ and $(\Gamma \cdot f^{-1}(P)) = p$. On the other hand, $\Gamma$ is a nonsingular curve. Indeed, if $\Gamma$ has a singular point $Q$, then $(\Gamma \cdot f^{-1}(f(Q))) \geq 4$, which contradicts the fact that $(\Gamma \cdot f^{-1}(f(Q))) = p \leq 3$.

Assume that $f$ has a rational cross-section $D$; by virtue of [17, IV (2.8.5)] $D$ is in fact extended to a regular cross-section of $f$. This is equivalent to saying that the generic fiber $X_{\mathcal{R}}$ of $f$ has a $\mathcal{R}$-rational point. With the unique singular point deleted off, $X_{\mathcal{R}}$ becomes a $\mathcal{R}$-form of the affine line $\mathbb{A}^1$ of $\mathcal{R}$-genus 1 with a $\mathcal{R}$-rational point. Such a form is birationally equivalent to one of the following affine plane curves (cf. [14]):

(i) If $p = 3$, $r^2 = x^3 + \gamma$ with $\gamma \in \mathcal{R} - \mathcal{R}^3$.

(ii) If $p = 2$, $r^2 = x^3 + \beta x + \gamma$ with $\beta, \gamma \in \mathcal{R}$ such that $\beta \notin \mathcal{R}^2$ or $\gamma \notin \mathcal{R}^2$.

The surface $X$ is unirational over $k$ if and only if $C$ is rational. Indeed, the “only if” part is apparent by Lüroth’s theorem; the “if” part is also easy to see: If $p = 3$, $\mathcal{R}^{1/3} \otimes k(X)$ is rational over $k$, and if $p = 2$, $\mathcal{R}^{1/2} \otimes k(X)$ is rational over $k$. Thus, if $f : X \to C$ is a unirational quasi-elliptic surface defined over $k$ with a rational cross-section, the function field $\mathcal{R}$ of $C$ over $k$ is a rational function field $k(y)$ over $k$, and $X$ is $k$-birationally equivalent to one of the following hypersurfaces in the affine 3-space $\mathbb{A}_k^3$: 


(i) If $p = 3$, $t^2 = x^3 + \varphi(y)$ with $\varphi(y) \in k[y]$, where $d := \deg_y \varphi$ is prime to 3.

(ii) If $p = 2$, $t^2 = x^3 + \psi(y)x + \phi(y)$ with $\phi(y), \psi(y) \in k[y]$.

2.3

We shall recall and apply the canonical divisor formula for elliptic or quasi-elliptic fibrations (cf. [10]). Let $f : X \to C$ be a morphism from a nonsingular projective surface $X$ to a nonsingular projective curve $C$ such that almost all fibers of $f$ are irreducible curves of arithmetic genus 1. A fiber $f^{-1}(P)$ of $f$ is called a reducible fiber of $f$ if $f^{-1}(P)$ has either not less than two (distinct) irreducible components or a single irreducible component with multiplicity $\geq 2$; a fiber $f^{-1}(P)$ is called a multiple fiber if, when we write $f^{-1}(P)$ in the form $f^{-1}(P) = \sum n_i C_i$ with irreducible components $C_i$ and positive integers $n_i$, the greatest common divisor $q$ of $n_i$'s is greater than 1. Then, writing $m_i = n_i/q$, $\sum m_i C_i$ is called the reduced form of a multiple fiber $f^{-1}(P)$. On the other hand, an elliptic or quasi-elliptic fibration $f : X \to C$ is said to be relatively minimal if each fiber of $f$ contains no exceptional components. Given an elliptic or quasi-elliptic fibration $f : X \to C$ we can always find a fibration $f_0 : X_0 \to C$ such that $f_0 \cdot \sigma = f$, where $\sigma : X \to X_0$ is the contraction of exceptional components contained in the fibers. With these definitions set down, we have the following:

2.3.1

Lemma (cf. [9], [10]). Let $f : X \to C$ be a relatively minimal elliptic or quasi-elliptic surface. Let $\{m_i Z_i; i \in I\}$ be the set of all multiple fibers of $f$, where $Z_i$ is the reduced form. Then we have:

$$\omega_X \cong f^*(S) \otimes \mathcal{O}_X(\sum a_i Z_i) \quad \text{and} \quad S \cong \mathcal{O}_C \otimes L^{-1},$$

where: (i) $0 \leq a_i \leq m_i - 1$, (ii) $L$ is an invertible sheaf on $C$ defined by
either \( f^*\omega_X \cong \omega_C \otimes L^{-1} \) or \( R^1 f_*\mathcal{O}_X \cong L \otimes T \), \( T \) being a torsion sheaf on \( C \). Let \( t \) be the length of \( T \). Then we have

\[
\deg(S) = \chi(\mathcal{O}_X) - 2\chi(\mathcal{O}_C) + \frac{t}{2}.
\]

For a point \( P \) on \( C \), \( T_P \neq 0 \) if and only if \( H^0(f^{-1}(P), \mathcal{O}_X) \cong k \), which implies that \( f^{-1}(P) \) is an exceptional multiple fiber. \( \frac{t}{2} \)

### 2.3.2

A key result in proving the stated theorems is the following

**Lemma.** Let \( f : X \to C \) be a unirational quasi-elliptic surface with a regular cross-section \( D \). Assume that \( X \) is relatively minimal. Then the following results hold:

1. \( f \) has no multiple fibers.
2. \( \chi(\mathcal{O}_X) = -(D^2) \).
3. If \( \chi(\mathcal{O}_X) \leq 1 \), \( X \) is rational over \( k \); if \( \chi(\mathcal{O}_X) = 2 \) then \( X \) is a K3-surface; if \( \chi(\mathcal{O}_X) \geq 3 \) then \( p_g(X) = p_a(X), \dim H^1(X, \mathcal{O}_X) = 0 \), the \( r \)-genus \( P_r(X) = r(\chi(\mathcal{O}_X) - 2) + 1 \), and the canonical dimension \( \kappa(X) = 1 \).

**Proof.** (1) is obvious because \( f \) has a cross-section.

(2) Since there are no multiple fibers in the fibration \( f \), \( a_i = 0 \) for every \( i \) and \( t = 0 \) in the canonical divisor formula in [2.3.1]. Since \( C \) is a rational curve we know that \( \omega_X \cong f^*\mathcal{O}_C(\chi(\mathcal{O}_X) - 2) \). Since \( D \) is a cross-section of \( f \), the arithmetic genus formula on \( X \) applied to a nonsingular rational curve \( D \) tells us:

\[
-2 = (D^2) + (D \cdot K_X) = (D^2) + \chi(\mathcal{O}_X) - 2.
\]

Hence, \( \chi(\mathcal{O}_X) = -(D^2) \)

\( ^4 \)a wild fiber, in other words (cf. [10]).
(3) For a positive integer \( r \), the \( r \)-genus \( P_r(X) \) is given by
\[
P_r(X) = \dim H^0(X, \omega_X^r) = \dim H^0(C, \Omega_C(r(\chi(\mathcal{O}_X) - 2))).
\]
If \( \chi(\mathcal{O}_X) \leq 1 \), \( P_r(X) = 0 \) for every \( r > 0 \), whence \( P_{12}(X) = 0 \). This implies that \( X \) is ruled (cf. [10]). Since \( X \) is unirational, \( X \) is rational. If \( \chi(\mathcal{O}_X) = 2 \), we have \( \omega_X \cong \mathcal{O}_X \). Then \( X \) is a K3-surface (cf. [9], [10]). If \( \chi(\mathcal{O}_X) \geq 3 \), \( P_r(X) = r(\chi(\mathcal{O}_X) - 2) + 1 \). Hence the canonical dimension \( \kappa(X) \) is equal to 1, and \( p_a(X) = \chi(\mathcal{O}_X) - 1 \). Therefore, \( \dim H^1(X, \mathcal{O}_X) = 0 \).

\[\square\]

2.3.3 Corollary. Let \( f : X \to C \) be a relatively minimal, unirational, quasi-elliptic surface defined over \( k \) with a regular cross-section. If \( X \) is not rational over \( k \) then \( X \) is a minimal (nonsingular) model.

Proof. Set \( e := \chi(\mathcal{O}_X) - 2 \). Then \( K_X \sim ef^{-1}(P) \) for a point on \( C \cong \mathbb{P}^1_k \). If \( X \) is not rational over \( k \) we know by 2.3.2 that \( e \geq 0 \). Then the canonical linear system \( |K_X| \) has no fixed components, which implies that \( X \) contains no exceptional curve of the first kind. \( X \) is therefore a minimal nonsingular model. \[\square\]

2.3.4 Lemma. Let \( f : X \to C \) be a relatively minimal quasi-elliptic surface with a rational cross-section, and let \( D = \sum n_i E_i \) be a reducible fiber (having not less than two components). Then every component \( E_i \) is a nonsingular projective rational curve with \( (E_i^2) = -2 \).

Proof. For every \( i \), \( (E_i \cdot D) = n_i (E_i^2) + \sum_{j \neq i} n_j (E_i \cdot E_j) = 0 \). Since \( D \) is connected, \( (E_i^2) < 0 \) for every \( i \). Since \( K_X \sim f^*(S) \) for some divisor \( S \) on \( C \), as we have seen in 2.3.1 \( (E_i \cdot K_X) = 0 \). Then \( p_a(E_i) = \frac{1}{2}(E_i^2) + 1 \geq 0 \), whence \( (E_i^2) = -2 \) and \( p_a(F_i) = 0 \). \[\square\]
2.4

Throughout the paragraphs 2.4 - 2.7, we shall assume that $k$ is an algebraically closed field of characteristic $p \geq 0$. Let $\varphi(y)$ be a polynomial in $y$ of degree $d \geq 3$ with coefficients in $k$ such that $A(x, y) := x^3 + \varphi(y)$ is an irreducible polynomial. We assume that $\varphi(y)$ contains no monomial terms of degree congruent to zero modulo 3 if $p = 3$, and that $\varphi(y)$ contains no monomial terms of degree congruent to zero modulo 2 if $p = 2$.

Consider a hyper surface $t^2 = A(x, y)$ in the projective 3-space $\mathbb{P}^3_k$, which is birational to a double covering of $F_0 := \mathbb{P}^1_k \times \mathbb{P}^1_k$. Let $K := k(t, x, y)$.

Let $H_0$ be the normalization of $F_0$ in $K$, and let $\rho_0 : H_0 \to F_0$ be the normalization morphism. With the above notations and assumptions we shall show the following:

2.4.1

**Lemma.** Let $Q$ be a point on $H_0$, and let $P := \rho_0(Q)$. If $P$ is not a singular point of $C$ then $Q$ is a simple point of $H_0$, where $C$ is a closed irreducible curve on $F_0$ defined by the equation $A(x, y) = 0$.

2.4.2

In order to prove the above lemma we need

255 **Lemma.** Let $A(x, y)$ be a nonzero irreducible polynomial in $k[x, y]$ such that $A(0, 0) = 0$, and let $U$ be a hyper surface in the affine $(t, x, y)$-space $\mathbb{A}^3_k$ defined by $t^e = A(x, y) (e \geq 2)$, which is viewed as an $e$-ple covering of the $(x, y)$-plane $\mathbb{A}^2_k$. Then the point $Q := (t = 0, x = 0, y = 0)$ is a normal point on $U$ if there are no irreducible curves $D$ on $\mathbb{A}^2_k$ such that $D$ passes through the point $P := (x = 0, y = 0)$, and that $\frac{\partial A}{\partial x}$ and $\frac{\partial A}{\partial y}$ vanish on $D$.

**Proof.** Since $U$ is a hyper surface in $\mathbb{A}^3_k$, the local ring $\mathcal{O} := \mathcal{O}_{Q, U}$ is a Cohen-Macaulay ring of dimension 2. By Serre’s criterion of normality (cf. [17; IV (5.8.6)]), $\mathcal{O}$ is a normal ring if $\mathcal{O}_{\mathfrak{m}}$ is regular for any prime ideal $\mathfrak{m}$ of height 1 of $\mathcal{O}$. Let $\mathcal{J} = \mathfrak{m} \cap k[x, y]$. Then $\mathcal{J}$ defines an
irreducible curve $D$ on $\mathbb{A}_k^2$ passing through the point $P$. If $O_{x}$ is not regular, the Jacobina criterion of singularity tells us that $\frac{\partial A}{\partial x}$ and $\frac{\partial A}{\partial y}$ vanish on $D$. However, this contradicts our assumption. □

2.4.3

**Proof of Lemma 2.4.1 in case** in case $p \neq 2$. Let $U_1 := \rho_0^{-1}(F_0 - (x = \infty) \cup (y = \infty))$, $U_2 := \rho_1^{-1}(F_0 - (\xi = \infty) \cup (y = \infty))$, $U_3 := \rho_0^{-1}(F_0 - (x = \infty) \cup (\eta = \infty))$, and $U_4 := \rho_0^{-1}(F_0 - (\xi = \infty) \cup (\eta = \infty))$, where $\xi = 1/x$ and $\eta = 1/y$. Then we can show:

**Lemma.** Each of $U_i$'s $(1 \leq i \leq 4)$ is isomorphic to a hyper-surface $V_i$ in $\mathbb{A}_k^1$ defined by the following equation: (1) $t^2 = x^3 + \varphi(y)$ for $V_1$; (2) $t^2 = x + x^4\varphi(y)$ for $V_2$; (3) for $V_3$, $t^2 = x^3 y^d + \psi(y)$ if $d \equiv 0 \pmod{2}$ and $t^2 = x^3 y^{d+1} + y\psi(y)$ if $d \equiv 1 \pmod{2}$; (4) for $V_4$, $t^2 = x^d + x^4\psi(y)$ if $d \equiv 0 \pmod{2}$ and $t^2 = x y^{d+1} + x^4 y\psi(y)$ if $d \equiv 1 \pmod{2}$, where $\psi(y) = x^d \varphi(1/y)$ with $\psi(0) \neq 0$. With the notations of 2.4.1 $Q$ is a simple point of $H_0$ if $P$ is not a singular point of $C$.

**Proof.** It is not hard to see that $U_i$ is the normalization of $V_i$ in $K$ for $1 \leq i \leq 4$, whence follows that $U_i = V_i$ if $V_i$ is normal. We shall show that each of $V_i$'s is a normal hyper surface. Let $Q := (t = \gamma, x = \beta, y = \alpha)$ be a point of $V_i$. (1) $Q$ is a singular point of $V_1$ only if $\gamma = 3\beta^2 = \varphi'(\alpha) = 0$. In case $p \neq 3$, the singular locus of $V_1$ is of co-dimension 2 at $Q$. Since $V_1$ is a complete intersection at $Q$, the Serre's criterion of normality shows that $Q$ is a normal point. Hence $V_1$ is normal. In case $p = 3$, apply Lemma 2.4.2 to a triple covering $x^3 = t^2 - \varphi(y)$, $Q = (t = 0, x = \beta, y = \alpha)$ and $P := (t = 0, y = \alpha)$, noting that $\varphi'(y) \neq 0$. $Q$ is then a normal point, and $V_1$ is therefore normal. (2) It is easy to see that $V_2 - (x = 0)$ is isomorphic to $V_1 - (x = 0)$ by a birational mapping $(t, x, y) \mapsto (t/x^2, 1/x, y)$, and that $V_2$ is nonsingular at every point on the curve $x = 0$. (3) $V_3 - (y = 0)$ is isomorphic to $V_1 - (y = 0)$ by birational mappings $(t, x, y) \mapsto (t/y^{d/2}, x, 1/y)$ if $d \equiv 0 \pmod{2}$ and $(t, x, y) \mapsto (t/\sqrt[4]{d+1}, x, 1/y)$ if $d \equiv 1 \pmod{2}$; and a point of $V_3$ lying on the curve $y = 0$ is a singular point only if $t = 0$ and $\psi(0) = 0$ when $d \equiv 0 \pmod{2}$, and $(d+1)x^3 y^{d+1} + \psi(y) + y\psi'(y) = 0$ when $d \equiv 1 \pmod{2}$. However, this is
impossible because ψ(0) ≠ 0. (4) V_4 - (x = 0) is isomorphic to V_3 - (x = 0) by a mapping (t, x, y) ↦ (t/x^2, 1/x, y); V_4 - (y = 0) is isomorphic to V_2 - (y = 0) by birational mappings (t, x, y) ↦ (t/y^{d/2}, x, 1/y) if d ≡ 0 (mod 2) and (t, x, y) ↦ (t/y^{(d+1)/2}, x, 1/y) if d ≡ 1 (mod 2).

This implies that the singular locus of V_4 is of co-dimension 2 if it is not empty. Hence by Serre’s criterion of normality we know that V_4 is normal. The last assertion is now easy to see if one notes that Q is a singular point of H_0 only if t = 0.

2.4.4

**Proof of Lemma 2.4.1 in case p = 2.** Since we assumed that ϕ(y) has no monomial terms of degree congruent to zero modulo 2, we may write ϕ(y) in the form: ϕ(y) = y^d_1φ_1(y)^2, where d_1 := deg_y φ_1 > 0. Then we can show the following

**Lemma.** Define U_i’s (1 ≤ i ≤ 4) as in 2.4.2. Then each of U_i’s is isomorphic to a hyper surface V_i in \( \mathbb{A}^3_k \) defined by the following equation: (1) \( t^2 = x^3 + ϕ(y) \) for V_1; (2) \( t^2 = x + x^4φ(y) \) for V_2; (3) \( t^2 = x^3y^{d_1} + yφ_1(y)^2 \) for V_3; (4) \( t^2 = xy^{d_1} + x^4yφ_1(y)^2 \) for V_4, where φ_1(y) = y^d_1φ_1(1/y) with φ_1(0) ≠ 0. With the notations of 2.4.4, Q is a simple point if P is not a singular point of C.

**Proof.** We shall prove only the last assertion since the remaining assertions can be proved in a similar fashion as in 2.4.3 by applying Lemma 2.4.2. Let Q := (t = γ, x = β, y = α) be a point of V_i (1 ≤ i ≤ 4). (1) If Q ∈ V_1, Q is a singular point only if β = φ_1(α) = 0, whence γ = 0. (2) If Q ∈ V_2, Q is a simple point. (3) If Q ∈ V_3 and α = 0, Q is a simple point because φ_1(0) ≠ 0. (4) If Q ∈ V_4 and Q ∈ V_2, V_3 then α = β = γ = 0. In any case, Q is a singular point of H_0 only if γ = 0. Thus P is a singular point of C. □

2.5

The equation A(x, y) = 0 defines a closed irreducible curve C on F_0. By Jacobian criterion of singularity, the singular points of C are the points P := (x = β, y = α), lying on the affine part \( \mathbb{A}^2_k := F_0 - (x = ∞) \cup (y = \)
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∞), such that $3\beta^2 = \varphi'(\alpha) = \beta^3 + \varphi(\alpha) = 0$, and the point $P_\infty := (x = \infty, y = \infty)$. $C$ is defined by an equation $\eta^d + \xi^3\psi(\eta) = 0$ locally at $P_\infty$, where $\xi = 1/x$, $\eta = 1/y$ and $\psi(\eta) = \eta^d\varphi(1/\eta)$ with $\psi(0) \neq 0$. Hence, $P_\infty$ is a cuspidal singular point with multiplicity $(3,3,\ldots,3,1,\ldots)$ if $d = 3n + 1$ and $(3,3,\ldots,3,2,1,\ldots)$ if $d = 3n + 2$; $P_\infty$ is a tacnodal singular point with three simple points in the $n$-th (infinitely near) neighborhood of $P_\infty$ if $d = 3n$.

2.5.1

Here we introduce the following notations: Consider a fibration $\mathcal{F} := \{\ell_\alpha : \ell_\alpha \text{ is defined by } y = \alpha\}$ on $F_0$ defined by the second projection $p_2 : F_0 \to \mathbb{P}^1_k$. We denote by $\ell_\infty$ the fibre $y = \infty$, and by $S_\infty$ the cross-section $x = \infty$. We denote by $\ell$ a general fiber of $\mathcal{F}$. Let $\overline{\mathcal{F}} : \overline{F} \to F_0$ be the shortest succession of quadratic transformations with centers at the singular points of $C$ and its infinitely near singular points, by which the proper transform $\overline{C} := \overline{\mathcal{F}}(C)$ of $C$ on $\overline{F}$ becomes nonsingular. Let $\overline{S}_\infty := \overline{\mathcal{F}}(S_\infty)$, and let $\overline{\ell}_\infty := \overline{\mathcal{F}}(\ell_\infty)$. The following figures will indicate the configuration of $\overline{\mathcal{F}}^{-1}(\ell_\infty \cup C \cup S_\infty)$ on $\overline{F}$:

(Fig. 1)

where $d = 3n (n > 0)$ and $p \neq 3$;

---

5By this notation we mean that $P_\infty$ is a point with multiplicity 3, the infinitely near point of $C$ in the first neighborhood of $P_\infty$ (which is a single point in this case) has multiplicity 3, etc. . .
where $d = 3n + 1 \ (n > 0)$ and $(\mathcal{C}, E_n) = 3$;

where $d = 3n + 2(n > 0)$ and $(\mathcal{C}, E_{n+1}) = 2$.

2.5.2

Since $(A)_{\infty}|_{F_0} = 3S_\infty + d\ell_{\infty}$ we have:

\[
(\overline{\sigma}' A) = \overline{\mathcal{C}} + 3(E_1 + 2E_2 + \cdots + nE_n) + D - 3 \\
\quad (S_\infty + E_1 + 2E_2 + \cdots + nE_n) - d(\ell_\infty + E_1 + \cdots + E_n) \\
= \overline{\mathcal{C}} - 3S_\infty - d(\sigma'(\ell_\infty)) + D, \text{ if } d = 3n
\]

or $d = 3n + 1$;

\[
(\overline{\sigma}' A)\overline{\mathcal{C}} + 3(E_1 + 2E_2 + \cdots + nE_n) + (3n + 2)E_{n+1} + D - 3(S_\infty + E_1 + \\
2E_2 + \cdots + nE_n + (n + 1)E_{n+1}) - d(\ell_\infty + E_1 + \cdots + E_{n+1}) \\
= \overline{\mathcal{C}} - 3S_\infty - E_{n+1} - \overline{\sigma}'(\ell_\infty) + D, \text{ if } d = 3n + 2,
\]
where $D$ is an effective divisor with support in the union $\mathcal{E}$ of exceptional curves which arise from the quadratic transformations with centers at the singular points and their infinitely near singular points of $C$ in the affine part $A^2_k \subset F_0$.

2.5.3

We may write $(\sigma^* A)$ uniquely in the form $(\sigma^* A) = \overline{B} - 2\overline{Z}$ where $\overline{B}$ is a divisor whose coefficient at each prime divisor is 0 or 1 and where $\overline{Z}$ is some divisor. If $p \neq 2$, $\overline{B}$ is the branch locus of a double covering $\overline{p} : \overline{H} \to \overline{F}$, where $\overline{H}$ is the normalization of $\overline{F}$ in $K$ and $\overline{p}$ is the normalization morphism (cf. [4]). In order to write down $\overline{B}$ we consider the following six cases separately.

2.5.3.1 If $d = 6m$ (i.e., $d = 3n$ with $n = 2m$) then we have:

\[
\overline{B} = C + S_\infty + D_1 \\
\overline{Z} = 2S_\infty + 3m(\ell_\infty + E_1 + \cdots + E_n) - D_2,
\]

where $D_1$ and $D_2$ are the divisors determined uniquely by the conditions that $D_1$ is an effective divisor whose coefficient at each prime divisor is 0 or 1, $D_2 \geq 0$, $D_1 + 2D_2 = D$, and $\text{Supp}(D_1) \cup \text{Supp}(D_2) \subset \mathcal{E}$.

2.5.3.2 If $d = 6m + 1$ (i.e., $d = 3n + 1$ with $n = 2m$) then we have:

\[
\overline{B} = C + S_\infty + (\ell_\infty + E_1 + \cdots + E_n) + D_1 \\
\overline{Z} = 2S_\infty + (3m + 1)(\ell_\infty + E_1 + \cdots + E_n) - D_2,
\]

where $D_1$ and $D_2$ are divisors chosen as in 2.5.3.1.

2.5.3.3 If $d = 6m + 2$ (i.e., $d = 3n + 2$ with $n = 2m$) then we have:

\[
\overline{B} = C + S_\infty + E_{n+1} + D_1 \\
\overline{Z} = 2S_\infty + E_{n+1} + (3m + 1)(\ell_\infty + E_1 + \cdots + E_{n+1}) - D_2,
\]

where $D_1$ and $D_2$ are divisors chosen as in 2.5.3.1.
2.5.3.4 If \( d = 6m + 3 \) (i.e., \( d = 3n \) with \( n = 2m + 1 \)) then we have:
\[
B = C + \ell_{\infty} + (\ell_{\infty} + E_1 + \cdots + E_n) + D_1
\]
\[
Z = 2S_{\infty} + (3m + 2)(\ell_{\infty} + E_1 + \cdots + E_n) - D_2,
\]
where \( D_1 \) and \( D_2 \) are divisors chosen as above.

2.5.3.5 If \( d = 6m + 4 \) (i.e., \( d = 3n + 1 \) with \( n = 2m + 1 \)) then we have:
\[
B = C + S_{\infty} + D_1
\]
\[
Z = 2S_{\infty} + (3m + 2)(\ell_{\infty} + E_1 + \cdots + E_n) - D_2,
\]
where \( D_1 \) and \( D_2 \) are divisors chosen as above.

2.5.3.6 If \( d = 6m + 5 \) (i.e., \( d = 3n + 2 \) with \( n = 2m + 1 \)) then we have:
\[
B = C + S_{\infty} + (\ell_{\infty} + E_1 + \cdots + E_n) + D_1
\]
\[
Z = 2S_{\infty} + (3m + 3)(\ell_{\infty} + E_1 + \cdots + E_{n+1}) - D_2,
\]
where \( D_1 \) and \( D_2 \) are divisors chosen as above.

2.6 Let \( \sigma : F \rightarrow \overline{F} \) be the shortest succession of quadratic transformations of \( \overline{F} \) such that if one writes \( ((\overline{\sigma})^*A) \) in the form \( ((\overline{\sigma})^*A) = B - 2Z \) with divisors \( B \) and \( Z \) uniquely determined as in 2.5.3, every irreducible component of \( B \) is a connected component of \( \text{Supp}(B) \), i.e., \( \text{Supp}(B) \) is nonsingular. Let \( H \) be the normalization of \( F \) in \( K \), and let \( \rho : H \rightarrow F \) be the normalization morphism. We have a commutative diagram below:

\[
\begin{array}{ccc}
H & \xrightarrow{\tau} & H_0 \\
\rho \downarrow & & \downarrow \rho_0 \\
F & \xrightarrow{\sigma} & F_0 \xrightarrow{p_1} \mathbb{P}^1_k,
\end{array}
\]

where \( \tau \) and \( \overline{\tau} \) are the canonical morphisms which make each of squares commutative. The following result is well-known (cf. [4]):
Lemma. If $p \neq 2$ then $H$ is a nonsingular projective surface defined over $k$.

Proof. Let $Q$ be a point of $H$, and let $P := \rho(Q)$. Let $\mathcal{O} := \mathcal{O}_{Q,H}$ and let $\mathcal{O} := \mathcal{O}_{P,F}$. We shall show that $\mathcal{O}$ is regular for every $k$-rational point $Q$. If $(\mathcal{O}\mathcal{O})(P)$ is not a singular point of $C$, $(\mathcal{O}\mathcal{O})(Q)$ is a simple point of $H_0$ (cf. Lemma 2.4.1). Hence $Q$ is a simple point. Consider the case where $(\mathcal{O}\mathcal{O})(P)$ is a singular point of $C$. If $P \in \text{Supp}(B)$, we may write $(\mathcal{O}\mathcal{O})^*A = hg^2$, where $h \in \mathcal{O}$ and $g \in k(x,y)$ such that $h = 0$ is a local equation of the irreducible component $B_1$ of $B$ on which $P$ lies. Since $B_1$ is nonsingular, $h$ with some element $h_1$ of $\mathcal{O}$ form a regular system of parameters of $\mathcal{O}$. Then $\frac{t}{g}$ and $h_1$ form a regular system of parameters of $\mathcal{O}$. If $P \notin \text{Supp}(B)$, $(\mathcal{O}\mathcal{O})^*A = g^2u$, where $g \in k(x,y)$ and $u$ is a unit of $\mathcal{O}$. Then there are two distinct points on $H$ above $P$, one of which is $Q$. Then $Q$ is a simple point since $[K : k(x,y)] = 2$. □

2.6.2

Lemma. Assume that $p = 2$. Let $Q$ be a point of $H$, and let $P := \rho(Q)$. Then $Q$ is a simple point if (1) $(\mathcal{O}\mathcal{O})(P)$ is not a singular point of $C$ or if (2) $(\mathcal{O}\mathcal{O})(P) = P_\infty$ (cf. 2.5).

Proof. The first case follows from Lemma 2.4.1. Consider the case (2). As in 2.4.4 we may write $\varphi(y) = y\varphi_1(y)^2$ with $d_1 = \deg_y \varphi_1(y)$ and $d = 2d_1 + 1$. We consider the following three cases separately: (I) $d_1 = 3m$, (II) $d_1 = 3m + 1$ and (III) $d_1 = 3m + 2$. □

Case (I): $d_1 = 3m$. Then $d = 6m + 1$. The configuration of $(\mathcal{O}\mathcal{O})^{-1}(\ell_\infty \cup C \cup S_\infty)$ is easily obtained from the Figure 2 (where $n = 2m$):
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where the lines represent nonsingular projective rational curves and the numbers attached to lines are self-intersection multiplicities; where solid lines (including $\sigma'(C)$) are contained in $B$, while the broken lines are not contained in $B$; where $L_0 = \sigma'(\ell_\infty)$, $L'_0 = \sigma^{-1}(\ell_\infty \cap E_1)$, $L_i = \sigma'(E_i)$ and $L'_i = \sigma^{-1}(E_i \cap E_{i+1})$ for $1 \leq i \leq n$, $L_n = \sigma'(E_n)$ and the remaining unnamed lines arise from the quadratic transformations with centers at $E_n \cap S_\infty$ and its infinitely near points. Note that each broken line has self-intersection multiplicity $-1$ and meets transversely two irreducible components of $B$. Let $L$ be one of broken lines, and let $B_1$ and $B_2$ be irreducible components of $B$ which meet $L$. Let $\overline{\tau} : F \to \overline{F}$ be the contraction of $L$, and let $\overline{P} := \overline{\tau}(P)$, $\overline{B}_1 := \overline{\tau}(B_1)$ and $\overline{B}_2 := \overline{\tau}(B_2)$. Let $u = 0$ and $v = 0$ be local equations of $\overline{B}_1$ and $\overline{B}_2$ at $\overline{P}$ on $\overline{F}$. Let $A$ be the inverse image of $A(x, y)$ on $\overline{F}$. Then $\overline{A} = uvTg^2$, where $u, v, T \in O_{\overline{P}, \overline{F}}, T(\overline{P}) \neq 0$ and $g \in k(x, y)$. If $P \in L$ and $P \neq L \cap B_2$, then $(\overline{\sigma} \overline{\sigma})^*A = u_1T(vg)^2$ with $u_1 = u/v$, and $O_{\overline{Q}, \overline{H}} \cong O_{\overline{P}, \overline{F}}[z]/(z^2 - u_1T)$. If $P = L \cap B_2$ then $(\overline{\sigma} \overline{\sigma})^*A = v_1T(u^2g)^2$ with $v_1 = v/u$, and $O_{\overline{Q}, \overline{H}} \cong O_{\overline{P}, \overline{F}}[z]/(z^2 - v_1T)$. Hence if $P \in L$, $O_{\overline{Q}, \overline{H}}$ is regular. If $P$ lies on an irreducible component $B_1$ of $B$ then $(\overline{\sigma} \overline{\sigma})^*A = ug^2$, where $g \in k(x, y)$ and $u = 0$ is a local equation of $B_1$ at $P$. Hence $O_{\overline{Q}, \overline{H}} \cong O_{\overline{P}, \overline{F}}[z]/(z^2 - u)$, and $O_{\overline{Q}, \overline{H}}$ is regular.

**Case (II):** $d_1 = 3m + 1$. Then $d = 6m + 3 = 3n$ with $n = 2m + 1$. The configuration of $(\overline{\sigma} \overline{\sigma})^{-1}(\ell_\infty \cup C \cup S_\infty)$ obtained from the Figure 1 is:
where we use the same notation as in the Figure 4. Here, note again that each broken line has self-intersection multiplicity \(-1\) and meets transversely two irreducible components of \(B\). We can use the same argument as in the case (I) to show that \(\mathcal{O}_{Q,H}\) is regular.

**Case (III):** \(d_1 = 3m + 2\). Then \(d = 6m + 5 = 3n + 2\) with \(n = 2m + 1\).

The configuration of \(((\sigma_\sigma)^{-1})(L_\infty \cup C \cup S_\infty)\) obtained from the Figure 3 is:

\[
\begin{align*}
L_0 & \quad -1 \quad L_1 \quad -1 \quad L_2 \quad \cdots \quad -1 \quad L_n \quad -1 \quad \sigma'(\overline{S}_\infty) \\
L_0' & \quad -2 \quad L_1' \quad -4 \quad \cdots \quad -4 \quad L_n' \quad -1 \quad \sigma'(\overline{C})
\end{align*}
\]
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inverse image $\tilde{A}$ of $A(x,y)$ on $\tilde{F}$ is written in the form $\tilde{A} = uv(u^2 + v^3 T)g^2$ with suitable choice of $u$ and $v$, where $T \in \mathcal{O}_{\tilde{F}, \hat{P}}$, $T(\hat{P}) \neq 0$ and $g \in k(x,y)$. Then it is easy to show that $\sigma(A) = u_2(u_2 v + T)(gv^3)^2$ if $P \in M$ and $P \notin L_{n+1}$, $(\sigma(A)) = (u_1 + v_2 T)(gv^2 u_1)^2$ if $P \in L_{n+1}$ and $P \notin \sigma'(\mathcal{S}_\infty)$, and $\sigma(A) = v_1(1 + uv^3 T)(gu^2)^2$ if $P = \sigma'(\mathcal{S}_\infty) \cap L_{n+1}$, where $\mu_1 = u/v$, $u_1 = u_2/v_2$ and $v_2 = v_1/u_1$. Hence $\mathcal{O}_{Q,H} \cong \mathcal{O}_{P,F}[z]/(z^2 + u_1 + v_2 T)$ if $P \in L_{n+1}$ and $P \notin \sigma'(\mathcal{S}_\infty)$, and $\mathcal{O}_{Q,H} \cong \mathcal{O}_{P,F}[z]/(z^2 + v_1(1 + uv^3 T))$ if $P = \sigma'(\mathcal{S}_\infty) \cap L_{n+1}$, whence follows that $\mathcal{O}_{Q,H}$ is regular.

2.6.3

In 2.9.3 below we prove that $H$ is a nonsingular projective surface defined over $k$.

2.6.4

In the case where $p \neq 2$ it is easily seen that the configuration of $(\sigma(A))^{-1}(\ell_\infty \cup C \cup S_\infty)$ is the following (cf. 2.5):

Case $d = 6m(m > 0)$. Figure 1 with $\ell_\infty$, $F_1, \ldots, E_n$ replaces by broken lines.

Case $d = 6m + 1(m > 0)$. Figure 4.

Case $d = 6m + 2(m > 0)$. Then $d = 3n + 2$ with $n = 2m$.

(Fig. 7)

where $L_0 = \sigma'(\ell_\infty)$ and $L_i = \sigma'(E_i)$ for $1 \leq i \leq n + 1$.

Case $d = 6m + 3$. Figure 5.

Case $d = 6m + 4$. Then $d = 3n + 1$ with $n = 2m + 1$. 
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where \( L_0 = \sigma'(\ell_\infty) \), \( L_i = \sigma'(E_i) \) for \( 1 \leq i \leq n \), and \( (L_n \cdot \sigma'(C)) = 2 \).

Case \( d = 6m + 5 \). Figure 6.

2.7

We assume in this paragraph that \( H \) is nonsingular if \( p = 2 \) (cf. 2.6.3).

2.7.1

Lemma.  
(1) Let \( D_1 \) and \( D_2 \) be divisors on \( F \). Then \( (\rho^*(D_1) \cdot \rho^*(D_2)) = 2(D_1 \cdot D_2) \).

(2) Let \( D \) be an irreducible component of \( B \). Then \( \rho^*(D) = 2\Delta \), where \( \Delta \) is a nonsingular curve. If \( D \cong \mathbb{P}^1_k \), so is \( \Delta \).

(3) Assume that \( p \neq 2 \). Let \( D \) be a curve on \( F \) such that \( D \cong \mathbb{P}^1_k \) and \( D \notin \text{Supp}(B) \).

(i) If \( D \cap \text{Supp}(B) = \emptyset \) then \( \rho^*(D) = D_1 + D_2 \) where \( D_1 \cong D_2 \cong \mathbb{P}^1_k \), \( D_1 \cap D_2 = \emptyset \) and \( (D_1^2) = (D_2^2) = (D^2) \).

(ii) If \( D \) meets exactly two irreducible components \( B_1 \) and \( B_2 \) of \( B \) transversely and if \( D \cap B_1 \neq D \cap B_2 \) then \( \rho^{-1}(D) \) is irreducible and isomorphic to \( \mathbb{P}^1_k \).

(iii) Let \( D = L_n \) in the Figure 8. Then \( \rho^*(D) = D_1 + D_2 \), where \( D_1 \cong D_2 \cong \mathbb{P}^1_k \), \( (D_1^2) = (D_2^2) = -3 \) and \( (D_1 \cdot D_2) = 1 \).
Proof. (1) and (2) are well-known (cf. [1]) and easy to prove. (3) (i): \( \rho^{-1}(D) \) is an unramified covering of \( D \cong \mathbb{P}^1_k \) of degree 2. Since \( p \neq 2 \) and \( D \) is simply connected, we have \( \rho'(D) = D_1 + D_2 \) with \( D_1 \cong D_2 \cong \mathbb{P}^1_k \) and \( D_1 \cap D_2 = \emptyset \). (ii): Let \( \rho^*(B_1) = 2\Delta_1 \) and \( \rho^*(B_2) = 2\Delta_2 \). Then \( \Delta_1 \cong \Delta_2 \cong \mathbb{P}^1_k \). Since \( (\rho^*(D)\cdot\Delta_1) = (\rho^*(D)\cdot\Delta_2) = 1 \) and since every point except \( D \cap B_1 \) and \( D \cap B_2 \) is not branched, we know that \( \rho^{-1}(D) \cap \Delta_1 \) and \( \rho^{-1}(D) \cap \Delta_2 \) are simple points of \( \rho^{-1}(D) \), and that \( \rho^{-1}(D) \) is a nonsingular irreducible curve. Then, by Hurwitz’s formula, \( \rho^{-1}(D) \) is isomorphic to \( \mathbb{P}^1_k \). (iii): Let \( P := L_n \cap \sigma'(\overline{C}) \). By the quadratic transformations \( \tilde{\sigma} \) with centers at \( P \) and a point of \( \sigma'(\overline{C}) \) infinitely near \( P \) we have the following configuration:

This implies that \( \rho^*(L_n) = D_1 + D_2 \), where \( D_1 \cong D_2 \cong \mathbb{P}^1_k \). On the other hand, \([2.5.3.5]\) implies that \( \overline{\sigma} A = u(v + u^2T)g^2 \), where \( u, v, T \in \mathcal{O}_{\overline{P},\overline{P}} \) with \( \overline{P} := \overline{S}_\infty \cap \overline{C}, T(\overline{P}) \neq 0, g \in k(x,y) \) and where \( u = 0 \) and \( v = 0 \) are local equations of \( \overline{S}_\infty \) and \( E_n \). Then \( (\overline{\sigma}\sigma')A = (v_1 + u^2T)(gw)^2 \) locally at \( P \), where \( v_1 = v/u \) and \( \mathcal{O}_{Q,H} = \mathcal{O}_{P,F} / (z^2 - (v_1 + u^2T)) \) with \( Q = \rho^{-1}(P) \). Since \( L_n \) is defined by \( v_1 = 0 \), \( \rho^{-1}(L_n) \) is defined by \( z^2 = u^2T \). Thus, \( (D_1 \cdot D_2) = 1 \). Since \( (D_1^2) = (D_2^2) \) and \( (\rho^*(L_n)^2) = -4 \), we have \( (D_1^2) = (D_2^2) = -3 \). \( \square \)

2.7.2

Let \( q := (p \overline{\sigma} \sigma P) : H \to \mathbb{P}^1_k, \tilde{C} := \sigma'(\overline{C}) \) and \( \tilde{S}_\infty := \sigma'(\overline{S}_\infty) \). Since \( \overline{C}, \overline{S}_\infty \subset \text{Supp}(B) \) we have \( \tilde{C}, \tilde{S}_\infty \subset \text{Supp}(B) \). Hence \( \rho^{-1}(\tilde{C}) = 2\Gamma \) and \( \rho^{-1}(\tilde{S}_\infty) = 2\Sigma_\infty \) with nonsingular curves \( \Gamma \) and \( \Sigma_\infty \) on \( H \) (cf. [2.7.1] (2)). We have then the following:
Lemma. Assume that $H$ is nonsingular if $p = 2$. Then $q : H \to \mathbb{P}^1_k$ is an elliptic or quasi-elliptic fibration with regular cross-section $\Sigma_\infty$. The fibration $q$ is elliptic if $p \neq 2, 3$; and $q$ is quasi-elliptic if $p = 2$ or $3$. Moreover we have:

1. If $p = 3$, $\Gamma$ is the locus of movable singular points of $q$.
2. If $p = 2$, let $S_0$ be the cross-section of $\mathcal{F}$ defined by $x = 0$, and let $\Delta := \rho^{-1}((\overline{\sigma} \sigma)' S_0)$.

Proof. Let $\ell$ be a general member of $\mathcal{F}$, and let $\overline{\ell} = (\overline{\sigma} \sigma)'(\ell)$. Since $\overline{\ell} \cdot \overline{S}_\infty = 1$ we have $(\rho^{-1}(\overline{\ell}) \cdot \Sigma_\infty) = 1$ which implies that $\rho^{-1}(\overline{\ell})$ is irreducible and $\rho^{-1}(\overline{\ell}) \cap \Sigma_\infty$ is a simple point of $\rho^{-1}(\overline{\ell})$. Since $\rho^{-1}(\overline{\ell}) - \rho^{-1}(\overline{\ell}) \cap \Sigma_\infty$ is isomorphic to a curve $t^2 = x^3 + \varphi(\alpha)$ for some $\alpha \in k$, $\rho_0(\rho^{-1}(\overline{\ell})) = 1$.

Thus $q$ is an elliptic or quasi-elliptic fibration with regular cross-section $\Sigma_\infty$. $\rho^{-1}(\overline{\ell})$ has a unique singular point $(t = 0, x = -\varphi(\alpha)^{1/3})$ if $p = 3$; $(t = \varphi(\alpha)^{1/2}, x = 0)$. Thus, $q$ is quasi-elliptic if $p = 2$ or $3$; and $\Gamma$ is the locus of movable singular points of $q$ if $p = 3$, and $\Delta$ is the locus of movable singular points of $q$ if $p = 2$. (It will be easy to see that $\Delta$ is irreducible). \hfill \Box

2.7.3

Let $q^{-1}(\infty)$ be the fiber of $q$ corresponding to $y = \infty$. To illustrate $q^{-1}(\infty) \cup \Sigma_\infty$, we shall define the weighted graph of $q^{-1}(\infty) \cup \Sigma_\infty$ in the following way: Assign a vertex $\circ$ (or $\bullet$, resp.) to each irreducible component $T$ of $q^{-1}(\infty) \cup \Sigma_\infty$ such that $\rho(T) \notin \text{Supp}(B)$ (or $\rho(T) \subset \text{Supp}(B)$, resp.); the weight is $(T^2)$; join two vertices by a single edge like $\circ \circ$ (or a double edge like $\circ \circ$) if the corresponding irreducible components meet each other transversely in one point (or, touch in one point with multiplicity 2, resp.). By virtue of $\S 6.3$ and $\S 7.1$ we have the following weighted graphs of $q^{-1}(\infty) \cup \Sigma_\infty$ when $p \neq 2$:

Case $d = 6m(m > 0)$ and $p \neq 3$. 

where all components of $q^{-1}(\infty) \cup \Sigma_\infty$ except one elliptic component are nonsingular projective rational curves; in the cases given below all components are nonsingular projective rational curves.

**Case** $d = 6m + 1(m > 0)$.

(Fig. 10)

**Case** $d = 6m + 2(m > 0)$.

(Fig. 11)

**Case** $d = 6m + 3(m \geq 0)$ and $p \neq 3$. 
Case $d = 6m + 4(m \geq 0)$.

(Fig. 13)

Case $d = 6m + 5(m \geq 0)$

(Fig. 14)

2.7.4

Lemma. Assume that $p = 2$ and $H$ is nonsingular. Then the weighted graph of $q^{-1}(\infty) \cup \Sigma_\infty$ is given as follows:

Case $d = 6m + 1(m > 0)$. Figure 10.
Case $d = 6m + 3(m \geq 0)$. Figure 12.

Case $d = 6m + 5(m \geq 0)$. Figure 14.

Proof. Lemma follows from 2.3.4 and 2.7.2. We shall only indicate how to use these results. Case $d = 6m + 1$. With the notations of 2.6.2, for all solid lines $L$, $\rho^{-1}(L) = 2\bar{L}$ with $\bar{L} \cong \mathbb{P}^1_k$ and $2(\bar{L}^2) = (L^2)$; for all broken lines $L$ with $(L^2) = -1$, $\bar{L} : = \rho^{-1}(L)$ is irreducible. Thus the weighted graph of $q^{-1}(\infty) \cup \Sigma_\infty$ is:

$$\bullet \quad -1 \quad -2 \quad \bar{L}_0 \quad \bar{L}_1 \quad \ldots \quad \bar{L}_{m-1} \bar{L}_{m-1} \bar{L}_m \bar{L}_n \quad -2 \quad -2 \quad -2 \quad -2 \quad -2 \quad -2 \quad -2 \quad -2 \quad -2 \quad -(m+1) \quad \Sigma_\infty$$

where $\bullet$ represents a nonsingular projective rational curve. Let $\nu$ be the contraction of $\bar{L}_0$. If $\nu(\bar{L}_0) \neq \mathbb{P}^1_k$, $\nu(q^{-1}(\infty))$ would be a reducible fiber of a relatively minimal quasi-elliptic fibration. Then, by lemma 2.3.4, $\nu(\bar{L}_0) \cong \mathbb{P}^1_k$, which is a contradiction. Hence $\nu(\bar{L}_0) \cong \mathbb{P}^1_k$ and $(\nu(\bar{L}_0)^2) = -1$, whence $\nu(\bar{L}_0)$ is contractible. Repeating this argument for $\bar{L}_0, \bar{L}_1, \ldots, \bar{L}_{n-1}$ we can see that they are all isomorphic to $\mathbb{P}^1_k$. Let $\pi$ be the contraction of $\bar{L}_0, \ldots, \bar{L}_{n-1}$. Then $\pi(\bar{L}_m) \cong \mathbb{P}^1_k$ and $(\pi(\bar{L}_m)^2) = -2$. Hence $\pi(q^{-1}(\infty))$ is a reducible fiber of a relatively minimal quasi-elliptic fibration. Then the remaining components are all isomorphic to $\mathbb{P}^1_k$ by virtue of 2.3.4. The case $d = 6m + 2$ can be treated in the same fashion as above. Case $d = 6m + 5$. The weighted graph of $q^{-1}(\infty) \cup \Sigma_\infty$ is:

$$\bullet \quad -1 \quad -2 \quad \bar{L}_0 \quad \bar{L}_1 \quad \ldots \quad \bar{L}_{m-1} \bar{L}_{m-1} \bar{L}_m \bar{M} \bar{L}_{n+1} \Sigma_\infty$$

where represents a curve isomorphic to $\mathbb{P}^1_k$, $\bar{L}_{n+1} : = \rho^{-1}(L_{n+1})$ is reduced (and irreducible) because $(\bar{L}_{n+1} \cdot \Sigma_\infty) = 1$; $\bar{M} : = \rho^{-1}(\bar{M})$ touches $\bar{L}_{n+1}$ in one point with multiplicity 2. The foregoing argument shows that $\bar{L}_0, \ldots, \bar{L}_n, \bar{M}$ are isomorphic to $\mathbb{P}^1_k$ and contractible. Let $\pi$ be the contraction of those curves. Then $\pi(\bar{L}_{n+1})$ is an irreducible member of a...
relatively minimal quasi-elliptic fibration. Hence $\pi(\tilde{L}_{n+1})$ has one cusp, and $\tilde{L}_{n+1}$ is a nonsingular projective rational curve. □

2.7.5

By contracting all possible exceptional components of $q^{-1}(\infty)$, the image of $q^{-1}(\infty) \cup \Sigma_{\infty}$ has the following weighted graph (or configuration); the type of a singular fiber according to Šafarevič [51] is also given:

**Case** $d = 6m$. $\alpha$ (elliptic curve)

**Case** $d = 6m + 1$.

![Diagram for Case $d = 6m + 1$.]

**Case** $d = 6m + 2$.

![Diagram for Case $d = 6m + 2$.]

**Case** $d = 6m + 3$.

![Diagram for Case $d = 6m + 3$.]

**Case** $d = 6m + 4$.

![Diagram for Case $d = 6m + 4$.]
Unirational surfaces

Case $d = 6m + 5$.

2.8

We shall proceed to a proof of Theorem 2.1.1. It is easy to see that $K$ is rational over $k$ if $d = 0$, 1 or 2. We shall therefore assume that $d > 3$.

2.8.1

Consider reducible fibers of $q : H \to \mathbb{P}^1_k$ other than $q^{-1}(\infty)$. Such a fiber $q^{-1}(\alpha) := (\sigma \sigma \rho)^{-1}(\ell_\alpha)$ has more than two reducible components, and $\ell_\alpha \cap C$ is a singular point of $C$, whence $\varphi'(\alpha) = 0$. Conversely, for a root $\alpha$ of $\varphi'(y) = 0$, let $P := (x = -\varphi(\alpha)^{1/3}, y = \alpha)$ be the corresponding singular point of $C$, and let $e = v_\alpha(\varphi(y) - \varphi(\alpha))$. The condition (1) of Theorem 2.1.1 tells us that $e = 2$, 3, 4 or 5, while the condition (2) asserts that the case $e = 3$ can be reduced to the case $e = 4$ or 5 by a birational transformation $(t, x, y) \mapsto (t, x + a^{1/3}(y - \alpha), y)$ which is biregular at $P$. $P$ is then a cuspidal singular point of $C$ with multiplicity $(2, 1, \ldots)$ if $e = 2$; $(3, 1, \ldots)$ if $e = 4$; $(3, 2, 1, \ldots)$ if $e = 5$. Now the weighted graph of $q^{-1}(\alpha) \cup \Sigma_\infty$ is given as follows by making a similar argument as in 2.5

Case $e = 2$. 

(cf. 2.7.1, (3) (iii))

Case $e = 4$.

Notice that $q^{-1}(\alpha)$ contains no exceptional components. The type of a singular fiber according to Šafarevič [51] is $B_4$ if $e = 2$; $B_8$ if $e = 4$; $B_{10}$ if $e = 5$.

2.8.2

As shown in 2.8.1, $q^{-1}(\infty)$ is the only singular fiber in the fibration $q$, which contains exceptional components. By a contraction $\tilde{\tau} : H \to \tilde{H}$ of all exceptional components in $q^{-1}(\infty)$ we get a relatively minimal quasi-elliptic surface $\tilde{q} : \tilde{H} \to \mathbb{P}^1$ with $\widetilde{\alpha} = q$, for which $\tilde{\Sigma}_\infty := \tilde{\tau}(\Sigma_\infty)$ is a regular cross-section with $(\tilde{\Sigma}_\infty) = -(m + 1)$. (Since we are dealing with the case $p = 3$, look at only the cases $d = 6m + 1$, $d = 6m + 2$, $d = 6m + 4$ and $d = 6m + 5$). Now, Theorem 2 follows immediately from 2.2, 2.3.2 and 2.3.3.
2.9

We shall now prove Theorem 2.1.2. The first assertion follows from 2.2. So, we shall prove the second assertion. To be in accordance with the notations in the paragraphs 2.4 ∼ 2.7 we start with an equation 
\[ t^2 = x^3 + \phi(y), \]
where \( \phi(y) = y\phi_1(y)^2 \), \( d := \deg_y \phi \) and \( d_1 := \deg_y \phi_1 \). Hence 
\( d = 2d_1 + 1 \). We have only to consider the cases \( d = 6m + 1, d = 6m + 3 \) and \( d = 6m + 5 \). Moreover, since \( K \) is easily seen to be rational over \( k \) if \( d = 1 \) we assume that \( d \geq 3 \).

2.9.1

Write 
\[ \phi_1(y) = a(y - \alpha_1)^{r_1} \cdots (y - \alpha_s)^{r_s}, \]
where \( a \in k^*, \alpha_i \in k \), and \( \alpha_i \)'s are mutually distinct. The assumption in Theorem 2.1.2 implies that \( r_i \leq 2 \) for every \( i \). For if \( r_i \geq 3 \), \( \phi(y + \alpha_i) \) starts with a term of degree \( \geq 6 \). The singular points of \( C \) lying on the affine part \( F_0 - (x = \infty) \cup (y = \infty) \) are given by \( (x = 0, y = \alpha_i) \) for \( 1 \leq i \leq s \). Let \( P := (t = 0, x = 0, y = \alpha) \) with \( \phi_1(\alpha) = 0 \). By a birational transformation \( (t, x, y) \mapsto (t, x, y + \alpha) \) which is biregular at \( P \), \( H_0 \) is a hyper surface in \( \mathbb{A}^3_k \) defined locally at \( P \) by one of the following equations:

(i) \( t^2 = x^3 + y^2\delta(y) \) if \( \alpha \neq 0 \) and \( r = 1 \)
(ii) \( t^2 = x^3 + y^3\delta(y) \) if \( \alpha = 0 \) and \( r = 1 \)
(iii) \( t^2 = x^3 + y^4\delta(y) \) if \( \alpha \neq 0 \) and \( r = 2 \)
(iv) \( t^2 = x^3 + y^5\delta(y) \) if \( \alpha = 0 \) and \( r = 2 \),

where \( \delta(y) \in k[y], \delta(0) \neq 0 \), and \( \delta(y)^{2r+\epsilon} = \phi(y + \alpha) \) with \( \epsilon = 0 \) or 1 according as \( \alpha \neq 0 \) or \( \alpha = 0 \).

2.9.2

Now write
\[ \delta(y) = a_0 + a_1y + a_2y^2 + a_3y^3 + \cdots \quad \text{with} \quad a_0 \neq 0. \]
The case (i) above is now reduced to the case (ii) or (iv) by a birational transformation \((t, x, y) \mapsto (t + a_0^{1/2}y + a_2^{1/2}y^2, x, y)\) which is biregular at \(P\). Namely, if \(a_1 \neq 0\) we have the case (ii); if \(a_1 = 0\) and \(a_3 \neq 0\) we have case (iv). (Note that \(a_1 = a_3 = 0\) does not occur). Similarly, the case (iii) is reduced to the case (iv). Thus, in order to look into the singularity of \(P\), we have only to consider the cases (ii) and (iv).

### 2.9.3

Let \(\ell_0\) be the member of \(\mathcal{F}\) passing through the point \((x = 0, y = \alpha)\). The configuration of \((\varpi\sigma)^{-1}(\ell_0 \cup C \cup S_\infty)\) is given as follows:

**Case (ii):**

![Diagram for Case (ii)](image)

**Case (iv):**

![Diagram for Case (iv)](image)

The meanings of solid or broken lines are the same as in 2.6.2. By the same argument as in 2.6.2 (especially the proof of Case (I) there) we can show:

**Lemma.** Let \(Q\) be a point on \(H\) such that \((\varpi\sigma\rho)(Q) = (x = 0, y = \alpha)\). Then \(Q\) is a simple point. Therefore \(H\) is nonsingular.
2.9.4

Now, the weighted graph of \( q^{-1}(\alpha) := p^{-1}(\sigma_\sigma'(\ell_0)) \) is given as follows:

Case (ii).

\[
\begin{array}{c}
-2 \\
-2 \quad -2 \\
\Sigma_\infty
\end{array}
\]

Case (iv).

\[
\begin{array}{c}
-2 \\
-2 \quad -2 \quad -2 \quad -2 \quad -2 \\
\Sigma_\infty
\end{array}
\]

(For the proof, see 2.7.4). Thus, \( q^{-1}(\alpha) \) contains no exceptional components. The proof of Theorem 2.1.2 is now completed as in 2.8.2. (Consider only the cases \( d = 6m + 1, d = 6m + 3 \) and \( d = 6m + 5 \)).

3 Unirational surface with a pencil of quasi-hyper-elliptic curves of genus 2 (in characteristic 5)

3.1

Throughout this section the ground field \( k \) is assumed to be an algebraically closed field of characteristic 5. A nonsingular projective surface \( X \) is said to have a pencil of quasi-hyper-elliptic curves of genus 2 if there exists a surjective morphism \( f : X \to C \) from \( X \) to a nonsingular projective curve \( C \) such that almost all fibers of \( f \) are irreducible singular curves of arithmetic genus 2. We assume that \( f : X \to C \) has a rational cross-section. The purpose of this section is to prove the following:
Theorem. Let $k$ be an algebraically closed field of characteristic 5. Then any unirational surface $X$ with a pencil of quasi-hyperelliptic curves of genus 2 defined over $k$ is birationally equivalent to a hyper surface in $\mathbb{A}^3_k: t^2 = x^5 + \varphi(y)$ with $\varphi(y) \in k[y]$, provided $X$ has a rational cross-section. Conversely, let $K := k(t,x,y)$ be the function field of an affine hyper surface of the above type. Assume that $\varphi(y)$ satisfies the conditions:

1. $\varphi(y)$ has no terms of degree multiples of 5,
2. every root of $\varphi'(y)\left(\frac{d\varphi}{dy}\right)$ is at most a double point.

Let $d := \deg_y \varphi$, $m := [d/10]$ and $X$ the nonsingular minimal model if $K$ is not rational. Then the structure of $X$ is determined as follows:

**Case $m = 0$.**

<table>
<thead>
<tr>
<th>$d$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_a(X)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>$(K_X^2)$</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

structure | rational surface | unirational K3-surface | unirational surface of general type

**Case $m > 0$.**

<table>
<thead>
<tr>
<th>$d$</th>
<th>$10m + 1$</th>
<th>$10m + 2$</th>
<th>$10m + 3$</th>
<th>$10m + 4$</th>
<th>$10m + 6$</th>
<th>$10m + 7$</th>
<th>$10m + 8$</th>
<th>$10m + 9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_a(X)$</td>
<td>$4m$</td>
<td>$4m$</td>
<td>$4m$</td>
<td>$4m + 1$</td>
<td>$4m + 1$</td>
<td>$4m + 2$</td>
<td>$4m + 2$</td>
<td>$4m + 2$</td>
</tr>
<tr>
<td>$(K_X^2)$</td>
<td>$8m - 4$</td>
<td>$8m - 4$</td>
<td>$8m - 3$</td>
<td>$8m - 2$</td>
<td>$8m - 2$</td>
<td>$8m$</td>
<td>$8m$</td>
<td>$8m$</td>
</tr>
</tbody>
</table>

The surface $X$ is then a unirational surface of general type.

A proof which is given in the subsequent paragraphs will be not more than a sketchy one, as the arguments are similar to the ones in the previous section.
3.2

Let \( f : X \to C \) be as in 3.1. Let \( R \) be the function field of \( C \) over \( k \) and let \( X_R \) be the generic fiber of \( f \). Then \( X_R \) is an irreducible normal projective curve with \( p_a(X_R) = 2 \). Let \( \bar{R} \) be a separable algebraic closure of \( R \) and \( X \otimes \bar{R} \) is a normal projective curve of arithmetic genus 2. Hence, every singular point of \( X_R \) is a one-place point and is rational over a purely inseparable extension of \( R \). If the geometric genus of \( X_R \) equals 1 then \( X_R \) has a single ordinary cusp of multiplicity 2 as its unique singularity. However, this is impossible by virtue of Tate [55] because the characteristic of \( k \) is 5. Thus the geometric genus of \( X_R \) equals 0 and \( X_R \) has either two ordinary cusps of multiplicity 2 or a single cuspidal point of multiplicity \((2, 2, 1, \ldots)\) as its singularity. We shall see that the former case does not occur. Indeed, let \( Q \) be one of two ordinary cusps, let \( \Gamma \) be the closure of \( Q \) in \( X \) and let \( f_\Gamma : \Gamma \to C \) be the restriction of \( f \) onto \( \Gamma \). Since \( Q \) is a one-place point of \( X_R \), \( f_\Gamma \) is a generically one-to-one morphism. Hence \( \deg f_\Gamma \) is a power \( p^n \) of the characteristic \( p \) of \( k \). For a point \( P \) of \( C \) such that \( (f^{-1}(P) \cdot \Gamma) \) meets \( \Gamma \) at a simple point of \( \Gamma \), we have \( (f^{-1}(P) \cdot \Gamma) = 2 \) or 3 because \( f^{-1}(P) \cap \Gamma \) is an ordinary cusp of multiplicity 2 on \( f^{-1}(P) \). This is a contradiction because \( p = 5 \). Therefore we know that \( X_R \) is an irreducible normal projective curve of arithmetic genus 2 and geometric genus 0 and with a single cuspidal point of multiplicity \((2, 2, 1, \ldots)\) as its unique singularity. This implies that \( X_R \), minus the unique singular point, is a \( R \)-form of the affine line \( \mathbb{A}^1 \) of \( R \)-genus 2. We assume that \( f : X \to C \) has a rational cross-section, \( \text{viz.} \) \( X_R \) has a \( R \)-rational point. Then, by virtue of Lemma 1.5.1 \( X_R \) is \( R \)-birationally equivalent to an affine plane curve:

\[(1) \quad r^2 = x^5 + a \quad \text{with} \quad a \in R \setminus R^5.\]

The surface \( X \) is unirational over \( k \) if and only if \( C \) is rational over \( k \). Indeed, the “only if” part follows from the Lüroth’s theorem; the “if” part holds because \( R^{1/5} \otimes k(X) \) is rational over \( k \). Now assume that \( X \) is unirational over \( k \) and write \( \mathcal{R} := k(y) \). Then \( X \) is \( k \)-birationally equivalent to a hyper surface in \( \mathbb{A}^3_k \):

\[(2) \quad r^2 = x^5 + \varphi(y) \quad \text{with} \quad \varphi(y) \in k[y].\]
where \( d := \deg \varphi \) is prime to 5.

This proves the first assertion in the theorem. Conversely, let \( K := k(t,x,y) \) be the function field of a hyper surface (2) and let \( X \) be a non-singular projective model of \( K \); we denote by \( X \) a nonsingular minimal model of \( K \) if \( K \) is not rational over \( k \). We may assume without loss of generality that the following conditions are satisfied:

(i) \( \varphi(y) \) has no terms of degree multiples of 5.

(ii) Let \( \alpha \) and \( \beta \) (\( \in k \)) satisfy \( \varphi'(\alpha) = 0 \) and \( \beta^5 + \varphi(\alpha) = \sigma \). Then

\[
e := v_0(\varphi(y) - \varphi(\alpha)) \text{ satisfies } 2 \leq e \leq 9 \text{ and } e \neq 5.
\]

Indeed, a birational transformation of the type \((t,x,y) \mapsto (t, x + \rho(y), y)\) annihilates the terms of degree multiples of 5 in \( \varphi(y) \). With the notations of (ii), the hyper surface is written as

\[
t^2 = (x - \beta)^5 + (y - \alpha)^e \varphi_1(y) \quad \text{with} \quad \varphi_1(\alpha) \neq 0.
\]

If \( e \geq 10 \) the degree of \( \varphi(y) \) drops by a birational transformation \((t,x,y) \mapsto (t/(y - \alpha)^5, (x - \beta)/(y - \alpha)^2, y)\). Hence we may assume that \( e \leq 9 \). If \( e = 5 \) a birational transformation \((t,x,y) \mapsto (t, (x - \beta) + \gamma(y - \alpha), y)\) with \( \gamma^5 = \varphi_1(0) \) enables us to assume. \( e \geq 6 \).

### 3.3

Set \( A(x,y) := x^5 + \varphi(y) \). Embed \( A^2_k := \text{Spec}(k[x,y]) \) into \( F_0 := \mathbb{P}_k^1 \times \mathbb{P}_k^1 \) as the complement of two lines \((x = \infty) \cup (y = \infty)\) and let \( C \) be the curve on \( F_0 \) defined by \( A(x,y) = 0 \). Let \( H_0 \) be the normalization of \( F_0 \) in \( K := k(t,x,y) \) and let \( \rho_0 : H_0 \to F_0 \) be the normalization morphism. Then \( \rho_0 \) is a double covering with \( C \) contained in the branch locus. We shall look for a de singularization of \( H_0 \). As is well-known (cf. 2.5 and 2.6), a de singularization of \( H_0 \) is obtained as follows. Let \( \overline{\varphi : \overline{F} \to F_0} \) be the shortest succession of quadratic transformations with centers at singular points of \( C \) such that \( \overline{C} := \overline{\varphi}(C) \) is nonsingular, let \( \overline{H} \) be the normalization of \( \overline{F} \) in \( K \) and let \( \overline{\rho} : \overline{H} \to \overline{F} \) be the normalization morphism. Write \((\overline{\varphi} \cdot A)\) in the form:

\[
(\overline{\varphi} \cdot A) = \overline{B} - 2\overline{Z}.
\]
where \( \overline{B} \) is a divisor whose coefficient at each prime divisor is 0 or 1 and \( \overline{Z} \) is some divisor. Then \( \overline{B} \) is the branch locus of a double covering \( \overline{\rho} : \overline{H} \to \overline{F} \). If \( \overline{B} \) is nonsingular then \( \overline{H} \) is nonsingular. If \( \overline{B} \) is singular, let \( \sigma : F \to \overline{F} \) be the shortest succession of quadratic transformations with centers at singular points of \( \text{Supp}(\overline{B}) \) such that, if one writes \((\sigma \circ \sigma)^* A = B - 2Z\) with divisors \( B \) and \( Z \) as above, \( B \) is nonsingular, \( \text{viz.} \) every irreducible component of \( \text{Supp}(B) \) is a connected component.

Let \( H \) be the normalization of \( F \) in \( K \) and let \( \rho : H \to F \) be the normalization morphism. Then \( \rho \) is a double covering with branch locus \( B \), and \( H \) is nonsingular. Thus \( H \) is a de singularization of \( H_0 \); we have a commutative diagram

\[
\begin{array}{ccc}
H & \xrightarrow{\tau} & \overline{H} \\
\downarrow{\rho} & & \downarrow{\overline{\rho}} \\
F & \xrightarrow{\sigma} & \overline{F} \\
\end{array}
\]

\[
\begin{array}{ccc}
\overline{H} & \xrightarrow{\overline{\tau}} & H_0 \\
\downarrow{\overline{\rho}} & & \downarrow{\rho_0} \\
\overline{F} & \xrightarrow{\overline{\sigma}} & F_0.
\end{array}
\]

where \( \tau \) and \( \overline{\tau} \) are the canonical morphisms induced by the normalizations. Set \( \pi := \sigma \cdot \rho \). The curve \( \overline{B} \) is said to have a negligible singularity at a point \( P \) if one of the following conditions is satisfied:

1. \( \overline{B} \) is nonsingular at \( P \),
2. \( P \) is a double point,
3. \( P \) is a triple point with at most a double point (not necessarily ordinary) infinitely near.

If \( \overline{B} \) has only negligible singularities then some numerical invariants of \( H \) are computable at the stage of \( \overline{F} \). Namely we have:

**Lemma Artin** Assume that \( \overline{B} \) has only negligible singularities. Then the following assertions hold true.

1. \( \pi^*(K_{\overline{F}} + \overline{Z}) \) is a canonical divisor \( K_H \) on \( H \).
2. \( p_a(H) = 2p_a(F_0) + p_a(\overline{Z}) = p_a(\overline{Z}) \).
3. \( (K_H^2) = 2((K_{\overline{F}} + \overline{Z})^2) \).
We shall look into singular points of the curve $C$ on $F_0$. Let $P : (x = \beta, y = \alpha)$ be a singular point of $C$ lying on the affine part $\mathbb{A}^2_k : F_0 - (x = \infty) \cup (y = \infty)$. Then $\varphi'(\alpha) = \beta^5 + \varphi(\alpha) = 0$. Conversely, every root of $\varphi'(y) = 0$ gives rise to a singular point of $C$ lying on $\mathbb{A}^2_k$.

Let $P : (x = \beta, y = \alpha)$ be such a singular point and let $e := V_\alpha(\varphi(y) - \varphi(\alpha))$. Then $P$ is a one-place point of $C$, and we have $2 \leq e \leq 9$ and $e \neq 5$ as we assumed in 3.2. Let $D_P$ be the contribution by $P$ in the effective divisor $K_F - \sigma^*(K_{F_0})$. In the following, we shall compute the values $\mu_P := \frac{1}{2}(D_p^{(2)} \cdot D^{(2)}_p) - D^{(3)}_p$ and $\nu_P := ((D^{(2)}_p - D^{(3)}_p)^2)$ for each type of a singular point $P$ of $C$.

Case $e = 2$. Then $P$ has multiplicity $(2, 2, 1, \ldots)$ and $\sigma^{-1}(P)$ has the configuration

![Diagram](image1)

(cf. [2.6.2] for the conventions on the broken lines and solid curve (or line)). Hence $D_P = 2E_1 + 4E_2, D^{(1)}_p = 0, D^{(2)}_p = E_1 + 2E_2$ and $D^{(3)}_p = E_1 + 2E_2; \mu_P = \nu_P = 0.$

Case $e = 3$. Then $P$ has multiplicity $(3, 2, 1, \ldots)$ and $\sigma^{-1}(P)$ has the configuration:

![Diagram](image2)

Then we have: $D_P = 3E_1 + 5E_2, D^{(1)}_p = E_1 + E_2, D^{(2)}_p = E_1 + 2E_2$.  

Then we have: $D_P = 3E_1 + 5E_2, D^{(1)}_p = E_1 + E_2, D^{(2)}_p = E_1 + 2E_2,$
$D_p^{(3)} = E_1 + 2E_2$ and $\mu_p = \nu_p = 0$.

**Case** $e = 4$. $P$ has multiplicity $(4, 1, \ldots)$ and $\sigma^{-1}(P)$ has the following configuration:

Then we have: $D_p = 4E_1$, $D_p^{(1)} = 0$, $D_p^{(2)} = 2E_1$, $D_p^{(3)} = E_1$ and $\mu_p = \nu_p = -1$.

**Case** $e = 6$. $P$ has multiplicity $(5, 1, \ldots)$ and $\sigma^{-1}(P)$ has the configuration:

Then we have: $D_p = 5E_1$, $D_p^{(1)} = E_1$, $D_p^{(2)} = 2E_1$, $D_p^{(3)} = E_1$ and $\mu_p = \nu_p = -1$.

**Case** $e = 7$. $P$ has multiplicity $(5, 2, 2, 1, \ldots)$ and $\sigma^{-1}(P)$ has the configuration:
Then we have: \( D_P = 5E_1 + 7E_2 + 14E_3, \) \( D_P^{(1)} = E_1 + E_2, \) \( D_P^{(2)} = 2E_1 + 3E_2 + 7E_3, \) \( D_P^{(3)} = E_1 + 2E_2 + 4E_3 \) and \( \mu_P = \nu_P = -2. \)

**Case** \( e = 8. \) \( P \) has multiplicity \( (5, 3, 2, 1, \ldots) \) and \( \sigma^{-1}(P) \) has the configuration:

Then we have: \( D_P = 5E_1 + 8E_2 + 15E_3, \) \( D_P^{(1)} = E_1 + E_3, \) \( D_P^{(2)} = 2E_1 + 4E_2 + 7E_3, \) \( D_P^{(3)} = E_1 + 2E_2 + 4E_3 \) and \( \mu_P = \nu_P = -2. \)

**Case** \( e = 9. \) \( P \) has multiplicity \( (5, 4, 1, \ldots) \) and \( \sigma^{-1}(P) \) has the configuration:

Then we have: \( D_P = 5E_1 + 9E_2, \) \( D_P^{(1)} = E_1 + E_2, \) \( D_P^{(2)} = 2E_1 + 4E_2, \)
\( D_P^{(3)} = E_1 + 2E_2, \mu_P = -1 \) and \( \nu_P = -2. \)

We denote by \( D, D^{(1)}, D^{(2)}, D^{(3)}, \mu \) and \( \nu \) the sum \( \sum_P D_P, \sum_P D_P^{(1)}, \sum_P D_P^{(2)}, \sum_P D_P^{(3)}, \sum_P \mu_P \) and \( \sum_P \nu_P, \) respectively, where \( P \) runs through...
all singular points of $C$ lying on $\mathbb{A}^2_k$.

## 3.5

Now we shall turn to the singular points of $C$ outside of $\mathbb{A}^2_k$. It is easy to see that $C$ has only one point $Q$ outside of $\mathbb{A}^2_k$ and $C$ is given locally at $Q$ by

$$\eta^d + \xi^5 \psi(\eta) = 0; \quad Q = (\xi = 0, \eta = 0)$$

where $x = 1/\xi$, $y = 1/\eta$ and $\psi(\eta) = \eta^d \varphi(1/\eta)$ with $\varphi(0) \neq 0$. We introduce the following notations: Consider a fibration $\mathcal{F} = \{\ell_\alpha : \ell_\alpha \text{ is defined by } y = \alpha\}$ on $F_0$. We denote by $\ell_\infty$ the fiber $y = \infty$ and by $S_\infty$ the cross-section $x = \infty$. In the following we shall compute concretely $(\sigma^* A), B, Z, K_F, K_F + Z, p_a(Z)$ and $(K_F + Z)^2$.

### 3.5.1

**Case** $d = 5n + 1$. Then $Q$ is a singular point of multiplicity $(5, \ldots, 5, 1, \ldots)$ and $\sigma^{-1}(\ell_\infty \cup S_\infty \cup C)$ has the configuration below in a neighborhood of $\sigma^{-1}(Q)$:

![Diagram](image)

with $(E_n \cdot C) = 5$ if $n = 2m$;

![Diagram](image)

with $(E_n \cdot C) = 5$ if $n = 2m + 1$, where $\overline{\ell}_\infty := \overline{\sigma}(\ell_\infty)$ and $\overline{S}_\infty := \overline{\sigma}(S_\infty)$.

We have:
Unirational surface with......

$$(\sigma^* A) = \bar{C} + 5(E_1 + 2E_2 + \cdots + nE_n) + D$$

$$- 5(\bar{S}_\infty + E_1 + 2E_2 + \cdots + nE_n) - d(\bar{t}_\infty + E_1 + \cdots + E_n)$$

$$= \bar{C} - 5\bar{S}_\infty - d\sigma^*(\ell_\infty) + \Gamma$$

and

$$E_{\sigma^*} \sim -2(\bar{S}_\infty + E_1 + 2E_2 + \cdots + nE_n) - 2(\bar{t}_\infty + E_1 + \cdots + E_n)$$

$$+ (E_1 + 2E_2 + \cdots + nE_n) + D^{(3)}$$

$$= -\bar{S}_\infty - \sigma^*(S_\infty) - 2\sigma^*(\ell_\infty) + D^{(3)}.$$

Hence we have:

3.5.1.1 Case $d = 10m + 1$ ($n = 2m$).

$$\bar{B} = \bar{C} + \bar{S}_\infty + \bar{t}_\infty + E_1 + \cdots + E_n + D^{(1)}$$

$$\bar{Z} = 3\bar{S}_\infty + (5m + 1)\sigma^*(\ell_\infty) - D^{(2)}$$

$$K_{\sigma^*} + \bar{Z} \sim 2\bar{S}_\infty + (5m - 1)\sigma^*(\ell_\infty) - \sigma^*(S_\infty) + (D^{(3)} - D^{(2)})$$

$$= \bar{S}_\infty + (3m - 1)\sigma^*(\ell_\infty)$$

$$+ \{2m\bar{t}_\infty + (2m - 1)E_1 + \cdots + E_{2m-1}\} + (D^{(3)} - D^{(2)})$$

$$p_d(\bar{Z}) = \frac{1}{2} (\bar{Z} \cdot K_{\sigma^*} + \bar{Z}) + 1 = 4m + \mu$$

$$((K_{\sigma^*} + \bar{Z})^2) = 2m - 2 + \nu.$$

3.5.1.2 Case $d = 10m + 6$ ($n = 2m + 1$).

$$\bar{B} = \bar{C} + \bar{S}_\infty + D^{(1)}$$

$$\bar{Z} = 3\bar{S}_\infty + (5m + 3)\sigma^*(\ell_\infty) - D^{(2)}$$

$$K_{\sigma^*} + \bar{Z} \sim 2\bar{S}_\infty + (5m + 1)\sigma^*(\ell_\infty) - \sigma^*(S_\infty) + (D^{(3)} - D^{(2)})$$

$$= \bar{S}_\infty + 3m\sigma^*(\ell_\infty) + \{2m + 1\bar{t}_\infty + 2mE_1 + \cdots + 2E_{2m}\}$$

$$+ (D^{(3)} - D^{(2)})$$

$$p_d(\bar{Z}) = 4m + 1 + \mu$$

$$((K_{\sigma^*} + \bar{Z})^2) = 2m - 2 + \nu.$$
3.5.2 Case \( d = 5n + 2 \). Then \( Q \) has multiplicity \((5, \ldots, 5, 2, 2, 1, \ldots)\) and \( \overline{\sigma}^{-1}(l_\infty \cup S_\infty \cup C) \) has the following configuration in a neighborhood of \( \overline{\sigma}^{-1}(Q) \):

![Diagram](attachment:diagram.png)

with \((\overline{C} \cdot E_{n+2}) = 2\) if \( n = 2m \);

![Diagram](attachment:diagram.png)

with \((\overline{C} \cdot E_{n+2}) = 2\) if \( n = 2m + 1 \). We have:

\[
(\overline{\sigma}'A) = \overline{C} + 5(E_1 + 2E_2 + \cdots + nE_n) + (5n + 2)E_{n+1} + (10n + 4)E_{n+2} + D - 5(S_\infty + E_1 + 2E_2 + \cdots + nE_n + (n + 1)E_{n+1} + (2n + 1)E_{n+2}) - d(\overline{l_\infty} + E_1 + 2E_2 + \cdots + E_n + E_{n+1} + 2E_{n+2}) = \overline{C} - 5S_\infty - d\overline{\sigma}'(l_\infty) - 3E_{n+1} - E_{n+2} + D
\]

and

\[
K_\overline{F} \sim -2\overline{\sigma}'(S_\infty) - 2\overline{\sigma}'(l_\infty) + E_1 + 2E_2 + \cdots + nE_n + (n + 1)E_{n+1} + (2n + 2)E_{n+2} + D^{(3)} = -S_\infty - \overline{\sigma}'(S_\infty) - 2\overline{\sigma}'(l_\infty) + E_{n+2} + D^{(3)}.
\]

Hence we have:
3.5.2.1 Case \(d = 10m + 2 (n = 2m)\).

\[
\overline{B} = \overline{C} + S_{\infty} + E_{n+1} + E_{n+2} + D^{(1)} \\
\overline{Z} = 3S_{\infty} + (5m + 1)\overline{e}(\ell_{\infty}) + 2E_{n+1} + E_{n+2} - D^{(2)} \\
K_{\overline{B}} + \overline{Z} \sim 2S_{\infty} + (5m - 1)\overline{e}(\ell_{\infty}) - \overline{e}(S_{\infty}) \\
+ 2E_{n+1} + 2E_{n+2} + (D^{(3)} - D^{(2)}) \\
= S_{\infty} + (3m - 1)\overline{e}(\ell_{\infty}) + [2m\ell_{\infty} + (2m - 1)E_{1} + \cdots \\
+ E_{2m-1} + E_{2m+1} + E_{2m+2}] + (D^{(3)} - D^{(2)}) \\
\rho_{a}(Z) = 4m + \mu \\
((K_{\overline{B}} + \overline{Z})^{2}) = 2m - 2 + \nu.
\]

3.5.2.2 Case \(d = 10m + 7 (n = 2m + 1)\).

\[
\overline{B} = \overline{C} + S_{\infty} + (\ell_{\infty} + E_{1} + E_{2} + \cdots + E_{n}) + E_{n+2} + D^{(1)} \\
\overline{Z} = 3S_{\infty} + (5m + 4)\overline{e}(\ell_{\infty}) + E_{n+1} - D^{(2)} \\
K_{\overline{B}} + \overline{Z} \sim 2S_{\infty} + (5m + 2)\overline{e}(\ell_{\infty}) - \overline{e}(S_{\infty}) + E_{n+1} \\
+ E_{n+2} + (D^{(3)} - D^{(2)}) \\
= S_{\infty} + (3m + 1)\overline{e}(\ell_{\infty}) \\
+ [2m\ell_{\infty} + 2mE_{1} + \cdots + E_{2m}] + (D^{(3)} - D^{(2)}) \\
\rho_{a}(Z) = 4m + 2 + \mu \\
((K_{\overline{B}} + \overline{Z})^{2}) = 2m - 1 + \nu.
\]

3.5.3 Case \(d = 5n + 3\). Then \(Q\) has multiplicity \((5, \ldots, 5, 3, 2, 1, \ldots)\) and 
\(\overline{e}(\ell_{\infty} \cup S_{\infty} \cup C)\) has the configuration below in a neighborhood of \(\sigma^{-1}(Q)\):
Unirational surfaces

\[ (\mathcal{C} \cdot E_{n+2}) = 2 \] if \( n = 2m \);

\[ (\mathcal{C} \cdot E_{n+2}) = 2 \] if \( n = 2m + 1 \). We have:

\[
(\sigma^* A) = \mathcal{C} + 5(1 + 2E_2 + \cdots + nE_n) + (5n + 3)E_{n+1} + (10n + 5)E_{n+2} + D
\]

\[- 5(S_\infty + E_1 + 2E_2 + \cdots + nE_n + (n + 1)E_{n+1} + (2n + 1)E_{n+2})
\]

\[- d(\ell_\infty + E_1 + 2E_2 + \cdots + E_n + E_{n+1} + 2E_{n+2})
\]

\[ = \mathcal{C} - 5S_\infty - d\sigma^*(\ell_\infty) - 2E_{n+1} + D \]

and

\[
K_F \sim -2\sigma^*(S_\infty) - 2\sigma^*(\ell_\infty) + E_1 + 2E_2 + \cdots + nE_n + (n + 1)
\]

\[ E_{n+1} + (2n + 2)E_{n+2} + D^{(3)} \]

Hence we have:

**3.5.3.1 Case** \( d = 10m + 3 \) (\( n = 2m \)).

\[ \mathcal{B} = \mathcal{C} + S_\infty + \ell_\infty + E_1 + \cdots + E_n + E_{n+1} + D^{(1)} \]

\[ \mathcal{Z} = 3S_\infty + (5m + 2)\sigma^*(\ell_\infty) + E_{n+1} - E_{n+2} - D^{(2)} \]

\[ K_F + \mathcal{Z} \sim 2S_\infty + 5m\sigma^*(\ell_\infty) - \sigma^*(S_\infty) + E_{n+1} + (D^{(3)} - D^{(2)}) \]
Unirational surface with....

\[ = \overline{S}_\infty + (3m - 1)\overline{\ell}_\infty + \{(2m + 1)\overline{\ell}_\infty + 2mE_1 + \cdots + E_{2m} + E_{2m+1} + E_{2m+2}\} + (D^{(3)} - D^{(2)}) \]

\[ p_d(\overline{Z}) = 4m + \mu \]

\[ ((K_{\overline{\mathcal{F}}} + \overline{Z})^2) = 2m - 2 + \nu. \]

### 3.5.3.2 Case \( d = 10m + 8 \) \( (n = 2m + 1) \).

\[ \overline{B} = \overline{C} + \overline{S}_\infty + D^{(1)} \]
\[ \overline{Z} = 3\overline{S}_\infty + (5m + 4)\overline{\ell}_\infty + E_{n+1} - D^{(2)} \]
\[ K_{\overline{\mathcal{F}}} + \overline{Z} \sim 2\overline{S}_\infty + (5m + 2)\overline{\ell}_\infty - \overline{\ell}_\infty(S_\infty) + E_{n+1} + E_{n+2} \]
\[ + (D^{(3)} - D^{(2)}) \]
\[ = \overline{S}_\infty + (3m + 1)\overline{\ell}_\infty + \{(2m + 1)\overline{\ell}_\infty + 2mE_1 + \cdots + E_{2m}\} \]

\[ p_d(\overline{Z}) = 4m + 2 + \mu \]

\[ ((K_{\overline{\mathcal{F}}} + \overline{Z})^2) = 2m - 1 + \nu. \]

### 3.5.4 Case \( d = 5n + 4 \). Then \( Q \) has multiplicity \( (5, \ldots, 5, 4, 1, \ldots) \) and \( \overline{\ell}^{-1} \)

\((\ell_\infty \cup S_\infty \cup C)\) has the configuration below in a neighborhood of \( \overline{\ell}^{-1}(Q) \):

\[ -1 \quad -2 \quad -2 \quad \cdots \quad -2 \quad -1 \quad -(n + 1) \]

\[ \overline{\ell}_\infty \quad E_1 \quad E_2 \quad \cdots \quad E_n \quad E_{n+1} \quad \overline{S}_\infty \]

\[ \overline{C} \]

with \( (\overline{C} \cdot E_{n+1}) = 4 \) if \( n = 2m \);
with \((C \cdot E_{n+1}) = 4\) if \(n = 2m + 1\). We have:

\[
(\sigma^* A) = C + 5(E_1 + 2E_2 + \cdots + nE_n) + (5n + 4)F_{n+1} + D
\]

\[
= 5(S_\infty + E_1 + 2E_2 + \cdots + nE_n + (n + 1)E_{n+1})
\]

\[
- d(\ell_\infty + E_1 + E_2 + \cdots + E_n + E_{n+1})
\]

\[
= C - 5S_\infty - d\sigma^*(\ell_\infty) - E_{n+1} + D
\]

and

\[
K_F \sim -2\sigma^*(S_\infty) - 2\sigma^*(\ell_\infty) + E_1 + 2E_2 + \cdots + nE_n + (n + 1)F_{n+1} + D^{(3)}
\]

\[
= -S_\infty - \sigma^*(S_\infty) - 2\sigma^*(\ell_\infty) + D^{(3)}.
\]

Hence we have:

### 3.5.4.1 Case \(d = 10m + 4\) (\(n = 2m\)).

\[
\overline{B} = C + S_\infty + E_{n+1} + D^{(1)}
\]

\[
\overline{Z} = 3S_\infty + (5m + 2)\sigma^*(\ell_\infty) + E_{n+1} - D^{(2)}
\]

\[
K_F + \overline{Z} \sim 2S_\infty + 5m\sigma^*(\ell_\infty) - \sigma^*(S_\infty) + E_{n+1} + (D^{(3)} - D^{(2)})
\]

\[
= S_\infty + 3m\sigma^*(\ell_\infty) + [2m\ell_\infty + (2m - 1)E_1 + \cdots + E_{2m-1}]
\]

\[
+ (D^{(3)} - D^{(2)})
\]

\[
p_d(\overline{Z}) = 4m + 1 + \mu
\]

\[
((K_F + \overline{Z})^2) = 2m - 1 + \nu.
\]

### 3.5.4.2 Case \(d = 10m + 9\) (\(n = 2m + 1\)).

\[
\overline{B} = C + S_\infty + \ell_\infty + E_1 + \cdots + E_n + D^{(1)}
\]
Unirational surface with....

\[
\begin{align*}
\overline{Z} &= 3S_\infty + (5m + 5)\pi'\ell_\infty - D^{(2)} \\
K_F + \overline{Z} &\sim 2S_\infty + (5m + 3)\pi'\ell_\infty - D(3) + D(2) - D(3) - D(2) \\
&= S_\infty + (3m + 1)\pi'(\ell_\infty) + \left\{ (2m + 2)\pi'(\ell_\infty) + (2m + 1) \right\} \\
E_1 + \cdots + 2E_{2m} + E_{2m+1} + (D(3) - D(2)) \\
p_\alpha(Z) &= 4m + 2 + \mu \\
\left( (K_F + Z)^2 \right) &= 2m - 2 + \nu.
\end{align*}
\]

3.6

Next we shall consider the nonsingular minimal model \( \hat{H} \) of \( K \). In the remaining paragraphs of this section we shall assume for the sake of simplicity that \( D^{(2)} = p^{(3)} \). In view of 3.4, this is equivalent to assuming that \( v_\alpha(\varphi'(y)) \leq 2 \) for every root \( \alpha \) of \( \varphi'(y) = 0 \), and this implies that \( \mu = \nu = 0 \). We shall consider first the case \( m \geq 1 \). We know in view of 3.4 and 3.5 that \( B \) has negligible singularities; this implies that \( p_\alpha(H) = p_\alpha(Z) > 0 \) (because \( m \geq 1 \)) and \( K_H \sim \pi^*(K_F + Z) \) (cf. Lemma 3.3); in particular, \( H \) is not rational over \( k \) and \( \hat{H} \) exists. In each of the cases enumerated below the results are obtained by straightforward computations. So, the details will be omitted.

3.6.1

Case \( d = 10m + 1 \). The following assertions hold true:

1. \((\pi^*)^{-1}(\ell_\infty \cup S_\infty)\) has the next weighted graph:

\[
\begin{align*}
\ell_\infty &\quad \tilde{\ell}_\infty &\quad \tilde{E}_1 &\quad \tilde{E}_2 &\quad \cdots &\quad b_{\infty} &\quad b_{\infty} &\quad b_{\infty} &\quad L_1 &\quad L_2 &\quad L_3 &\quad L_4 \\
& &\quad b_{\infty} &\quad b_{\infty} &\quad b_{\infty} &\quad L_1 &\quad L_2 &\quad L_3 &\quad \cdots &\quad b_{\infty} &\quad L_1 &\quad L_2 \\
& &\quad L_1 &\quad L_2 &\quad L_3 &\quad L_4 &\quad L_5 &\quad L_6 &\quad L_7 &\quad L_8 &\quad L_9 &\quad L_{10} &\quad L_{11}
\end{align*}
\]

where \( \pi^*(\ell_\infty) = \tilde{\ell}_\infty + \tilde{L}_\infty, \pi^*(E_1) = \tilde{E}_1 + 2\tilde{L}_1, \pi^*(E_i) = \tilde{E}_i + 2\tilde{L}_i \).
Unirational surfaces

\[ E_i' = 2 E_i + E_i' \text{ for } 2 \leq i \leq 2m - 1 \]

\[ \pi^*(E_{2m}) = E_{2m-1}' + 2 E_{2m} + 6L_1 + 5L_2 + \sum_{i=2}^{10} (12 - i) L_i \]

and \( \pi^*(S_{\infty}) = 2 \tilde{S}_{\infty} + L_1 + L_2' + 2(2L_{i=2} L_i) \).

(2) \( \pi^*(K_T + \tilde{Z}) \sim \pi^*(S_{\infty}) + (3m-1)\pi^*(\ell_{\infty}) + \{4m \tilde{\ell}_{\infty} + (4m - 1) \tilde{\ell}_{\infty}' + (4m - 2) \tilde{E}_1 + \cdots + 2 \tilde{E}_{2m-1} + \tilde{E}_{2m-1}' \}. \)

Since \( K_H \sim \pi^*(K_T + \tilde{Z}) \) we know by (1) and (2) above that \( H \) is obtained from \( H \) by contracting \( \ell_{\infty}', \tilde{E}_1, \tilde{E}_1', \ldots, \tilde{E}_{2m-1}, \) and \( \tilde{E}_{2m-1}' \). Hence \( K_H^2 = 2((K_T + \tilde{Z})^2) + 4m = (4m - 4) + 4m = 8m - 4. \)

3.6.2

Case \( d = 10m + 2 \). The following assertions hold true:

(1) \( (\sigma\pi)^{-1}(\ell_{\infty} \cup S_{\infty}) \) has the next weighted graph:

\[ \begin{array}{cccccccc}
-1 & -2 & \cdots & \tilde{E}_{m-1} & \tilde{E}_m & L & -2 & -2 & -2 & -(m+1) \\
\tilde{E}_{\infty} & \tilde{E}_1 & \tilde{E}_2 & \cdots & L_1 & L & L_2 & L_3 & S_{\infty} \\
\tilde{E}'_{\infty} & \tilde{E}_1' & \tilde{E}_2' & \cdots & L_1' & L' & L_2' & L_3' & S_{\infty}' \\
\end{array} \]

where \( \pi^*(\tilde{\ell}_{\infty}) = \tilde{\ell}_{\infty} + \tilde{\ell}'_{\infty}, \pi^*(E_i) = \tilde{E}_i + \tilde{E}_i' \text{ for } 1 \leq i \leq 2m - 1, \)

\( \pi^*(E_{2m}) = \tilde{E}_{2m} + \tilde{E}_{2m}' + L + L' + L_1, \pi^*(E_{2m+1}) = L + L' + 2L_1 + 2\tilde{E}_{2m+2} + 2L_2, \pi^*(E_{2m+1}) = L_2 + 2\tilde{E}_{2m+1} + L_3 \text{ and } \pi^*(S_{\infty}) = 2\tilde{S}_{\infty} + L_3. \)

(2) \( K_H \sim \pi^*(K_T + \tilde{Z}) \sim \pi^*(S_{\infty}) + (3m-1)(\sigma\pi)^*(\ell_{\infty}) + \{2m \tilde{\ell}_{\infty} + (2m - 1) \tilde{E}_1 + \cdots + 2 \tilde{E}_{2m-1} + \tilde{E}_{2m-1}' + 2 \tilde{E}_{2m-1}' + L + L' + L_1 + 2L_2 + L_3 \}. \)

Then \( H \) is obtained from \( H \) by contracting \( \tilde{E}_{\infty}, \tilde{E}_1, \ldots, \tilde{E}_{2m-1} \) and \( \tilde{E}_{2m-1}' \). Hence \( K_H^2 = 2((K_T + \tilde{Z})^2) + 4m = (4m - 4) + 4m = 8m - 4. \)

3.6.3

Case \( d = 10m + 3 \). The following assertions hold true:
Unirational surface with.....

(1) \((\mathcal{S} \pi)^{-1}(\ell_\infty \cup S_\infty)\) has the next weighted graph:

```
  -1 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -(m+1)
```

where \(\pi^*(\ell_\infty) = \overline{\ell}_\infty + \overline{\ell}'_\infty\), \(\pi^*(E_i) = \overline{E}_i + \overline{E}'_i\), \(\pi^*(E_i) = \overline{E}_{i-1} + 2\overline{E}_i + \overline{E}'_i\) for \(2 \leq i \leq 2m - 1\), \(\pi^*(E_{2m}) = \overline{E}'_{2m - 1} + 2\overline{E}_{2m}\),
\(\pi^*(E_{2m+2}) = \overline{E}_{2m+2} + L\), \(\pi^*(E_{2m+1}) = L + 2\overline{E}_{2m+1} + L'\) and \(\pi^*(S_\infty) = L' + 2S_\infty\).

(2) \(K_H \sim \pi^*(\mathcal{S} \pi + Z) \sim \pi^*(\mathcal{S} \infty) + (3m - 1)(\mathcal{S} \pi)^*(\ell_\infty) + ((4m + 2)\overline{\ell}_\infty +
(4m + 1)\overline{E}_\infty + 4m\overline{E}_1 + (4m - 1)\overline{E}'_1 + \cdots + 3\overline{E}'_{2m-1} + 2\overline{E}_{2m} + 2L + 2\overline{E}_{2m+1} + L').\)

Then \(\overline{H}\) is obtained from \(H\) by contracting \(\overline{\ell}_\infty, \overline{\ell}'_\infty, \overline{E}_1, \ldots, \overline{E}_{2m}\).
Hence \((K_H^2) = 2((\mathcal{S} \pi + Z)^2) + (4m + 1) = (4m - 4) + (4m + 1) = 8m - 3\).

**3.6.4**

**Case** \(d = 10m + 4\). The following assertions hold true:

(1) \((\mathcal{S} \pi)^{-1}(\ell_\infty \cup S_\infty)\) has the next weighted graph:

```
  -1 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -2 -(m+1)
```

where \(\pi^*(\ell_\infty) = \overline{\ell}_\infty + \overline{\ell}'_\infty\), \(\pi^*(E_i) = \overline{E}_i + \overline{E}'_i\) for \(1 \leq i \leq 2m - 1\),
\(\pi^*(E_{2m}) = \overline{E}_{2m} + \overline{E}'_{2m} + (\Sigma_{i=1}^{3}(L_i + L'_i)) + L_4, \pi^*(E_{2m+1}) = (\Sigma_{i=1}^{3}(L_i + L'_i)) + 4L_4 + 2\overline{E}_{2m+1} + L_5\) and \(\pi^*(S_\infty) = L_5 + 2S_\infty\).

(2) \(K_H \sim \pi^*(\mathcal{S} \pi + Z) \sim \pi^*(S_\infty) + 3m(\mathcal{S} \pi)^*(\ell_\infty) + \{(2m \overline{\ell}_\infty + (2m - 1)\overline{E}_1 + \cdots + \overline{E}_{2m-1}) + (2m \overline{E}_\infty + (2m - 1)\overline{E}'_1 + \cdots + \overline{E}'_{2m-1})\).\)
Then $\hat{H}$ is obtained from $H$ by contracting $\tilde{\ell}_\infty$, $\tilde{E}_1, \ldots, \tilde{E}_{2m-1}$ and $\tilde{\ell}_\infty'$, $\tilde{E}_1', \ldots, \tilde{E}_{2m-1}'$. Hence $(K^2_H) = 2((K_F+\tilde{Z})^2)+4m = (4m-2)+4m = 8m-2$.

3.6.5

Case $d = 10m + 6$. The following assertions hold true:

(1) $(\sigma \pi)^{-1}(\ell_\infty \cup S_\infty)$ has the next weighted graph:

![Weighted Graph](image)

there components meet in one point with $(\tilde{E}_{2m+1} \cdot \tilde{E}_{2m+1}') = 2$ and $(\tilde{E}_{2m+1} \cdot L) = (\tilde{E}_{2m+1}' \cdot L) = 1$

where $\pi^*(\tilde{\ell}_\infty) = \tilde{\ell}_\infty + \tilde{E}_1', \pi^*(E_i) = \tilde{E}_i + \tilde{E}_i'$ for $1 \leq i \leq 2m$, $\pi^*(E_{2m+1}) = \tilde{E}_{2m+1} + \tilde{E}_{2m+1}' + L$ and $\pi^*(S_\infty) = 2\tilde{S}_\infty + L$.

(2) $K_H \sim \pi^*(K_F+\tilde{Z}) \sim \pi^*(\tilde{S}_\infty) + 3m(\sigma \pi)^*(\ell_\infty) + (2m+1)\tilde{\ell}_\infty + 2m\tilde{E}_1 + \cdots + \tilde{E}_{2m} + (2m+1)\tilde{\ell}_\infty' + 2m\tilde{E}_1' + \cdots + \tilde{E}_{2m}'$.

Then $\hat{H}$ is obtained from $H$ by contracting $\tilde{\ell}_\infty$, $\tilde{E}_1, \ldots, \tilde{E}_{2m}$ and $\tilde{\ell}_\infty'$, $\tilde{E}_1', \ldots, \tilde{E}_{2m}'$. Hence $(K^2_H) = 2((K_F+\tilde{Z})^2)+(4m+2) = (4m-4)+(4m+2) = 8m-2$.

3.6.6

Case $d = 10m + 7$. The following assertions hold true:

(1) $(\sigma \pi)^{-1}(\ell_\infty \cup S_\infty)$ has the next weighted graph:
Unirational surface with....

\[ \pi^*({\ell}_{\infty}) = \tilde{\ell}_{\infty} + \tilde{E}_1, \pi^*(E_i) = \tilde{E}_i + \tilde{E}'_i \text{ for } 1 \leq i \leq 2m+1 \text{ or } i = 2m+3, \]
\[ \pi^*(E_{2m+2}) = \tilde{E}_{2m+2} \text{ and } \pi^*(\tilde{S}_{\infty}) = 2\tilde{S}_{\infty}. \]

(2) \( K_H \sim \pi^*(K_F + Z) \sim \pi^*(\tilde{S}_{\infty}) + (3m+1)(\tilde{\sigma}^\pi)^*(\ell_{\infty}) + (4m+2)\tilde{\ell}_{\infty} + (4m+1)\tilde{E}_1 + \cdots + 2\tilde{E}_{2m} + \tilde{E}_{2m}^\prime). \]

Then \( \tilde{H} \) is obtained from \( H \) by contracting \( \tilde{\ell}_{\infty}, \tilde{E}_{\infty}, \tilde{E}_1, \ldots, \tilde{E}_{2m} \) and \( \tilde{E}_{2m}^\prime. \) Hence \( (K_H^2) = 2((K_F + Z)^2) + (4m+2) = 4m-2 + (4m+2) = 8m. \)

#### 3.6.7

**Case** \( d = 10m + 8. \) The following assertions hold true:

(1) \( (\tilde{\sigma}^\pi)^{-1}(\ell_{\infty} \cup S_{\infty}) \) has the next weighted graph:

three components meet each other transversely in one point where
\[ \pi^*(\tilde{\ell}_{\infty}) = \tilde{\ell}_{\infty} + \tilde{E}_1, \pi^*(E_i) = \tilde{E}_i + \tilde{E}'_i \text{ for } 1 \leq i \leq 2m+1 \text{ or } i = 2m+3, \]
\[ \pi^*(E_{2m+2}) = \tilde{E}_{2m+2} \text{ and } \pi^*(\tilde{S}_{\infty}) = 2\tilde{S}_{\infty}. \]
3.6.8

Case $d = 10m + 9$. The following assertions hold true:

1. $(\sigma\pi)^{-1}(\ell_\infty \cup S_\infty)$ has the next weighted graph:

```
<table>
<thead>
<tr>
<th></th>
<th>-1</th>
<th>-2</th>
<th>-2</th>
<th>-2</th>
<th>-2</th>
<th>-2</th>
<th>2</th>
<th>2</th>
<th>4</th>
<th>(m + 1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_\infty$</td>
<td>E_1</td>
<td>E_2</td>
<td>$E_2m$</td>
<td>$E_2m$</td>
<td>$E_2m$</td>
<td>$E_2m$</td>
<td>$E_2m$</td>
<td>$E_2m$</td>
<td>L</td>
<td>$S_\infty$</td>
</tr>
</tbody>
</table>
```

where $\Delta$ stands for an irreducible rational curve $E_{2m+2}$ with an ordinary cusp $P$ of multiplicity 2, $E$ intersects $E_{2m+2}$ at the cusp point with $(E \cdot E_{2m+2}) = 2$ and $S_\infty$ intersects $E_{2m+2}$ transversely at a simple point; and where $\pi^*(\ell_\infty) = 2\ell_\infty + \ell_\infty$, $\pi^*(E_1) = \ell_\infty + 2\ell_1 + E_1$, $\pi^*(E_i) = \ell_{i-1} + 2\ell_i + E_i$ for $2 \leq i \leq 2m$, $\pi^*(E_{2m+1}) = \ell_{2m} + 2\ell_{2m+1} + L$, $\pi^*(S_\infty) = 2S_\infty$.

2. $K_H \sim \pi^*(K_Z + Z) \sim \pi^*(S_\infty) + (3m + 1)(\sigma\pi)^*(\ell_\infty) + ((4m + 4)\ell_\infty + (4m + 3)\ell_\infty + (4m + 2)\ell_{2m} + \cdots + 4\ell_{2m} + 3\ell_{2m} + 2\ell_{2m+1} + L)$.

Then $H$ is obtained from $H$ by contracting $\ell_\infty, \ell_\infty, E_1, E_{2m}, E_{2m+1}$ and $L$. Hence $(K_H^2) = 2((K_Z + Z)^2) + (4m + 4) = (4m - 4) + (4m + 4) = 8m$.

3.7

Next we shall consider the case $m = 0$ and assume that $D = D$. In principle we follow the arguments and computations done in 3.5 and 3.6. More precisely, the configurations of $\sigma^{-1}(\ell_\infty \cup S_\infty \cup C)$ in a neighborhood of $\sigma^{-1}(Q)$ are those in 3.3 up to the following modifications:
If \( d = 1, 2, 3, 4 \) then omit \( \ell_\infty, E_1, \ldots, E_{n-1} \), put \( n = 0 \) and set anew \( \ell_\infty := E_0 \) and \((\ell_\infty^2) = (E_n^2)+1\); if \( d = 6, 7, 8, 9 \) then omit \( \ell_\infty, E_1, \ldots, E_{n-1} \), put \( n = 1 \) and set anew \( \ell_\infty := E_0 \) and \((\ell_\infty^2) = (E_n^2)+1\). The expressions of \( B, Z, K_F + Z, \rho_a(Z) \) and \((K_F + Z)^2 \) are obtained from those in 3.6 by due modifications.

3.7.1

Case \( d = 1 \). Then \( K \) is apparently rational over \( k \).

3.7.2

Case \( d = 2 \) (cf. 3.5.2.1 and 3.6.2). Then \( \rho_a(H) = 0 \) and \( K_H \sim (\pi_\ell^*)^*(S_\infty - \ell_\infty) \). Hence the bigenus \( p_2(H) = 0 \). Thus \( H \) is rational over \( k \) by Castelnuovo’s criterion of rationality.

3.7.3

Case \( d = 3 \) (cf. 3.5.3.1 and 3.6.3). Then \( \rho_a(H) = 0 \) and \( K_H \sim 2\bar{S}_\infty + L' - \bar{E}_2 - L \). Let \( \rho : H \to Y \) be the contraction of \( \bar{S}_\infty \) and \( L' \). Then \( K_Y \sim -\rho(E_2) - \rho(L) \). Hence \( \rho_a(Y) = P_2(Y) = 0 \). Thus \( Y \) is rational over \( k \), and so is \( H \).

3.7.4

Case \( d = 4 \) (cf. 3.5.4.1 and 3.6.4). Then \( \rho_a(H) = 1 \) and \( K_H \sim 2\bar{S}_\infty + L_5 \). Let \( \rho : H \to Y \) be the contraction of \( \bar{S}_\infty \) and \( L_5 \). Then \( K_Y \sim 0 \), which implies that \( Y \) is a K3-surface and \( Y \cong H \) (the nonsingular minimal model of \( K \) over \( k \)).

3.7.5

Case \( d = 6 \) (cf. 3.5.1.2 and 3.6.5). Then \( \rho_a(H) = 1 \) and \( K_H \sim 2\bar{S}_\infty + L \). Let \( \rho : H \to Y \) be the contraction of \( \bar{S}_\infty \) and \( L \). Then \( K_Y \sim 0 \), which implies that \( Y \) is a K3-surface.
3.7.6

Case $d = 7$ (cf. 3.5.2.2 and 3.6.6). Then $p_a(H) = 2$ and $K_H \sim \pi^*(\overline{S}_\infty + \overline{\ell}_\infty) + (\overline{\sigma\pi})^*(\ell_\infty) = 2\ell_\infty + \ell'_\infty + 2S_\infty + (\overline{\sigma\pi})^*(\ell_\infty)$. Let $\rho : H \to Y$ be the contraction of $S_\infty$, $\ell_\infty$ and $\ell'_\infty$. Then $Y$ is a minimal surface with $K_Y \sim \rho_*((\overline{\sigma\pi})^*(\ell_\infty))$. Hence $(K_Y^2) = 1$. Then $Y$ is a surface of general type.

3.7.7

Case $d = 8$ (cf. 3.5.3.2 and 3.6.7). Then $p_a(H) = 2$ and $K_H \sim 2\ell_\infty + \ell'_\infty + (\overline{\sigma\pi})^*(\ell_\infty)$. Let $\rho : H \to Y$ be the contraction of $S_\infty$, $\ell_\infty$ and $\ell'_\infty$. Then $Y$ is a minimal surface with $K_Y \sim \rho_*((\overline{\sigma\pi})^*(\ell_\infty))$ and $(K_Y^2) = 1$. Hence $Y$ is a surface of general type.

3.7.8

Case $d = 9$ (cf. 3.5.4.2 and 3.6.8). Then $p_a(H) = 2$ and $K_H \sim 2\ell_\infty + 4\ell'_\infty + 2E_1 + L + (\overline{\sigma\pi})^*(\ell_\infty)$. Let $\rho : H \to Y$ be the contraction of $S_\infty$, $\ell_\infty$, $\ell'_\infty$, $E_1$ and $L$. Then $Y$ is a minimal surface with $K_Y \sim \rho_*((\overline{\sigma\pi})^*(\ell_\infty))$ and $(K_Y^2) = 1$. Hence $Y$ is a surface of general type.

3.8

Now it is clear that Theorem 3.1 is proved in the arguments of the foregoing paragraphs. In order to show that there exists a unirational surfaces of general type in characteristic $p > 5$ we shall state the next result without proof.

**Proposition.** Let $k$ be an algebraically closed field of characteristic $p > 2$. Let $K : k(t, x, y)$ be the algebraic function field of a hyper surface in $\mathbb{A}^3_k$.

$$f^2 = x^p + y^{p+1} + y^{p-1} + y^{p-2} + \cdots + y^2 + y.$$ 

Then $K$ is rational over $k$ if $p = 3$ and irrational over $k$ if $p \geq 5$. Let $X$ be the nonsingular minimal model of $K$ over $k$ if $p \geq 5$. Then $X$ is a unirational $K3$-surface if $p = 5$, and $X$ is a unirational surface of
general type with $p_a(X) = (p - 1)(p - 3)/8$ and $(K_X^2) = (p - 5)^2/2$ if $p \geq 7$. 
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