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Chapter 1

The differential equations of mechanics

1 The Euler-Lagrange equations

We shall begin with some introductory remarks on the differential equations of mechanics; we shall indicate their connection with the calculus of variations and discuss briefly the transformation theory due to Hamilton and Jacobi.

Let $n$ be a positive integer and let $x = (x_1, \ldots, x_n)$, $\dot{x} = (\dot{x}_1, \ldots, \dot{x}_n)$ and $t$ be $2n + 1$ independent real variables. Suppose that $f(x, \dot{x}, t)$ is a real twice continuously differentiable function of the $2n + 1$ variables $(x, \dot{x}, t)$ for $t_1 \leq t \leq t_2$ and $(x, \dot{x})$ belonging to an open set $G$ of $2n$-dimensional Euclidean space. Next, let us suppose that each $x_k$, $k = 1, \ldots, n$, is a twice continuously differentiable real-valued function $x_k(t)$ of the variable $t$ in $t_1 \leq t \leq t_2$; we set $\dot{x}_k(t) = \frac{dx_k(t)}{dt}$. We also write $x(t) = (x_1(t), \ldots, x_n(t))$, $\dot{x}(t) = (\dot{x}_1(t), \ldots, \dot{x}_n(t))$, and assume that $(x(t), \dot{x}(t)) \in G$ for $t_1 \leq t \leq t_2$. Then $f(x(t), \dot{x}(t), t)$ is a continuous (in fact, twice continuously differentiable) function of the variable $t$ in $t_1 \leq t \leq t_2$ and
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so we can form the integral

$$\int_{t_1}^{t_2} f(x(t), \dot{x}(t), t) dt. \quad (1.1.1)$$

The classical problem of the calculus of variations consists in determining a twice continuously differentiable function $x = x(t)$ of the variable $t$ in $t_1 \leq t \leq t_2$ with $(x(t), \dot{x}(t)) \in G$ and satisfying prescribed initial conditions $x(t_1) = a$ and $x(t_2) = b$, where $a$ and $b$ are given points in $n$-dimensional Euclidean space, such that the integral $(1.1.1)$ is a minimum. Let us assume that this minimising problem has a solution. We derive a necessary condition for the existence of such a solution $\bar{x} = \bar{x}(t)$.

Let $y = y(t) = (y_1(t), \ldots, y_n(t))$ be a fixed twice continuously differentiable function of the variable $t$ in $t_1 \leq t \leq t_2$ with $y(t_1) = 0$ and $y(t_2) = 0$. Since $G$ is open, if $x = x(t, \epsilon) = \bar{x}(t) + \epsilon y(t)$, then $(x, \dot{x}) \in G$ for all real $\epsilon$ with sufficiently small absolute value. Moreover, we have $x(t_1, \epsilon) = a$ and $x(t_2, \epsilon) = b$ for all $\epsilon$. Then the integral

$$\int_{t_1}^{t_2} f(x(t, \epsilon), \dot{x}(t, \epsilon), t) dt,$$

where $\dot{x}(t, \epsilon)$ denotes $\frac{d}{dt} x(t, \epsilon)$, defines a real-valued function $J = J(\epsilon)$ of the parameter $\epsilon$. Since $f(x, \dot{x}, t)$ is twice continuously differentiable in all the $2n + 1$ variables $(x, \dot{x}, t)$ and $x(t, \epsilon)$ is linear in $\epsilon$, the function $J(\epsilon)$ is a twice continuously differentiable function of $\epsilon$. Further, since $\bar{x} = x(t, 0)$ is a minimising function for the integral $(1.1.1)$, $J(0)$ is a minimum value of the function $J(\epsilon)$ A necessary condition that $J(\epsilon)$ has a minimum value at $\epsilon = 0$ is that $\frac{dJ(\epsilon)}{d\epsilon} = 0$ at $\epsilon = 0$. From this one gets the Euler-Lagrange equations in the following way. We have

$$\frac{dJ(\epsilon)}{d\epsilon} = \int_{t_1}^{t_2} \frac{\partial}{\partial \epsilon} f(x(t, \epsilon), \dot{x}(t, \epsilon), t) dt,$$

and if, for any fixed value of the parameter $\epsilon$, $f_{x\epsilon}$ and $f_{\dot{x}\epsilon}$ denote the
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The partial derivatives \( \frac{\partial f(x, \dot{x}, t)}{\partial x_k} \) and \( \frac{\partial f(x, \dot{x}, t)}{\partial \dot{x}_k} \) of the function \( f \), considered as a function of the \( 2n + 1 \) variables \( (x, \dot{x}, t) \), then we have, by the chain-rule for differentiation,

\[
\frac{\partial}{\partial \varepsilon} f(x, \dot{x}, t) = \sum_{k=1}^{n} \left( f_{x_k}(x, \dot{x}, t) \frac{\partial x_k(t, \varepsilon)}{\partial \varepsilon} + f_{\dot{x}_k}(x, \dot{x}, t) \frac{\partial \dot{x}_k(t, \varepsilon)}{\partial \varepsilon} \right) = \sum_{k=1}^{n} \left( f_{x_k}(x, \dot{x}, t) y_k(t) + f_{\dot{x}_k}(x, \dot{x}, t) \dot{y}_k(t) \right).
\]

Hence we obtain

\[
\frac{dJ(\varepsilon)}{d\varepsilon} = \int_{t_1}^{t_2} \sum_{k=1}^{n} \left( f_{x_k}(x, \dot{x}, t) y_k(t) + f_{\dot{x}_k}(x, \dot{x}, t) \dot{y}_k(t) \right) dt,
\]

and this gives, on integration by parts,

\[
\frac{dJ(\varepsilon)}{d\varepsilon} = \int_{t_1}^{t_2} \sum_{k=1}^{n} \left( f_{x_k}(x, \dot{x}, t) - \frac{d}{dt} f_{\dot{x}_k}(x, \dot{x}, t) \right) y_k(t) dt + \int_{t_1}^{t_2} \frac{d}{dt} \left( \sum_{k=1}^{n} f_{x_k}(x, \dot{x}, t) y_k(t) \right) dt.
\]

The second term on the right side vanishes since \( y_k(t_1) = 0 = y_k(t_2) \).

Therefore a necessary condition for \( \frac{dJ(\varepsilon)}{d\varepsilon} \) to vanish at \( \varepsilon = 0 \) is that all \( f_{x_k} - \frac{d}{dt} f_{\dot{x}_k}, k = 1, \ldots, n \), vanish for \( x = x(t, 0) = \bar{x}(t) \). Thus we obtain a system of differential equations

\[
\land_k(f) \equiv f_{x_k} - \frac{d}{dt} f_{\dot{x}_k} = 0, \quad k = 1, \ldots, n; \tag{1.1.2}
\]

these are the Euler-Lagrange differential equations.

We can rewrite the system (1.1.2) of differential equations more explicitly using the fact that the function \( f \) is twice continuously differentiable in all its \( 2n + 1 \) independent variables \( (x, \dot{x}, t) \). Carrying out the
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differentiation with respect to \( t \) we get

\[ \wedge_k(f) = f_{x_k} - \sum_{i=1}^{n} (f_{x_{k,i}} \dot{x}_1 + f_{x_{i,k}} \dot{x}_1) - f_{x_k} t = 0, \]

where

\[ \ddot{x}_k = \frac{d^2 x_k(t)}{dt^2}, \quad f_{x_k} = \frac{\partial^2 f(x, \dot{x}, t)}{\partial x_k \partial t}, \quad f_{x_{k,i}} = \frac{\partial^2 f(x, \dot{x}, t)}{\partial x_k \partial \dot{x}_i}, \quad f_{x_{i,k}} = \frac{\partial^2 f(x, \dot{x}, t)}{\partial x_i \partial x_k}. \]

\( k, l = 1, \ldots, n \). This is a system of \( n \) partial differential equations of the second order in \( n \) unknown functions \( x_k(t), k = 1, \ldots, n \).

If \( f = f(x, \dot{x}, t) \) is an arbitrary twice continuously differentiable function of \( 2n + 1 \) independent real variables \( (x, \dot{x}, t) \) in \( t_1 \leq t \leq t_2 \) and \( (x, \dot{x}) \in G \), and if \( x = x(t) \) is a twice continuously differentiable function of \( t \) in \( t_1 \leq t \leq t_2 \) such that \( (x(t), \dot{x}(t)) \in G \) (where \( \dot{x}_k(t) = \frac{d}{dt} x_k(t) \), \( k = 1, \ldots, n \)), then we can form the expression

\[ \wedge_k(f) \equiv f_{x_k} - \sum_{i=1}^{n} (f_{x_{k,i}} \dot{x}_1 + f_{x_{i,k}} \dot{x}_1) - f_{x_k} t, \quad k = 1, \ldots, n; \]

this is called the Lagrangian derivative of \( f \).

We can try to simplify the Euler-Lagrange equations by means of a suitably chosen substitution. We introduce new independent variables \( \xi = (\xi_1, \ldots, \xi_n) \) and set

\[ x_k = x_k(\xi, t), \quad k = 1, \ldots, n, \quad (1.1.3) \]

where \( x_k(\xi, t) \) are twice continuously differentiable functions of the \( n + 1 \) independent real variables \( (\xi, t) \), and we assume that the Jacobian of \( x \) with respect to \( \xi \) does not vanish anywhere in the region under consideration, so that the transformation from \( \xi \) to \( x \) is locally one-to-one everywhere. Thus, writing \( x_{k,\xi} = \frac{\partial x_k}{\partial \xi_1} \), we assume that the determinant \( |x_{k,\xi_1}| \neq 0 \) everywhere. Then we can invert the transformation locally and determine \( \xi_1 \) as a function \( \xi_1(x, t) \) of the \( n + 1 \) independent
variables \((x, t), l = 1, \ldots, n\). We can write, by the chain-rule for differentiation,

\[
\dot{x}_k = \sum_{r=1}^{n} x_{k\xi_r} \ddot{\xi}_r + x_{kt}, \quad (1.1.4)
\]

\[
\ddot{x}_k = \sum_{r=1}^{n} \left( \sum_{l=1}^{n} x_{k\xi_r} \dot{\xi}_l + x_{k\xi_l} \dot{\xi}_r + x_{k\xi_r} \right) + x_{kt}, \tag{1.1.5}
\]

where

\[
\dot{\xi}_r = \frac{d}{dt} \xi_r(t), \quad \ddot{\xi}_r = \frac{d^2}{dt^2} \xi_r(t), \quad x_{kt} = \frac{\partial^2 x_k(\xi, t)}{\partial t^2},
\]

\[
x_{k\xi_r} = \frac{\partial^2 x_k(\xi, t)}{\partial \xi_r \partial t} \quad \text{and} \quad x_{k\xi_l} = \frac{\partial^2 x_k(\xi, t)}{\partial \xi_l \partial t}.
\]

(We may also consider \(\dot{\xi}_1, \ddot{\xi}_1\) as independent variables and define \(\dot{x}_k, \ddot{x}_k\) in terms of \(\dot{\xi}_1, \ddot{\xi}_1\) by means of the equations (1.1.4) and (1.1.5)).

We suppose that \((\xi, \dot{\xi})\) varies in an open set \(G_1\) in \(2n\)-dimensional Euclidean space so that \((x, \dot{x}) \in G\). Then we define the function \(g = g(\xi, \dot{\xi}, t)\) by

\[
g(\xi, \dot{\xi}, t) = f(x(\xi, t), \dot{x}(\xi, \dot{\xi}, t), t).
\]

The function \(g\) is again twice continuously differentiable in the variables \((\xi, \dot{\xi}, t)\). We shall now obtain the relation between the Lagrangian derivatives \(\wedge_k(f)\) and \(\wedge_k(g)\) of \(f\) and \(g\). We have, by definition,

\[
\wedge_1(g) = g_{\xi_1} - \frac{d}{dt} g_{\dot{\xi}_1},
\]

and by the chain-rule for differentiation, using (1.1.4), we get

\[
g_{\xi_1} = \sum_{k=1}^{n} \left( f_{x_k} x_{k\xi_1} + f_{x_k} \left( \sum_{r=1}^{n} x_{k\xi_r} \ddot{\xi}_r + x_{k\xi_1} \right) \right),
\]

\[
g_{\dot{\xi}_1} = \sum_{k=1}^{n} f_{x_k} (x_k \dot{\xi}_1) = \sum_{k=1}^{n} f_{x_k} x_{k\xi_1},
\]

\[
\frac{d}{dt} g_{\dot{\xi}_1} = \sum_{k=1}^{n} f_{x_k} x_{k\xi_1} + f_{x_k} \sum_{r=1}^{n} (x_{k\xi_r} \ddot{\xi}_r + x_{k\xi_r} \dot{\xi}_r).
\]
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Since \( x_k = x_k(\xi, t) \) is twice continuously differentiable in \((\xi, t)\),

\[
x_{k\xi} = x_{k\xi\xi} \quad \text{and} \quad x_{k\xi_1} = x_{k\xi_1\xi},
\]

and consequently,

\[
\wedge_1(g) = \sum_{k=1}^{n} (f_{x_k} - \frac{d}{dt} f_{\dot{x}_k}) x_{k\xi_1} = \sum_{k=1}^{n} \wedge_k(f) x_{k\xi_1}.
\]

As a result, if \( \wedge_k(f) = 0 \), \( k = 1, \ldots, n \), and if \( x_k = x_k(\xi, t) \) are twice continuously differentiable functions of \((\xi, t)\) with the determinant \( |x_{k\xi_1}| \neq 0 \), then the function \( g(\xi, \dot{\xi}, t) = f(x, \dot{x}, t) \) satisfies the relation \( \wedge_1(g) = 0 \), \( l = 1, \ldots, n \), and conversely. This relation could also be obtained directly by considering the integral

\[
\int_{t_1}^{t_2} g(\xi, \dot{\xi}, t) dt = \int_{t_1}^{t_2} f(x, \dot{x}, t) dt
\]

and differentiating partially.

We can write the relation obtained above:

\[
\wedge_1(g) = \sum_{k=1}^{n} \wedge_k(f) x_{k\xi_1}, \quad (1.1.6)
\]

in a simpler way as follows. If we denote the Jacobian matrix \((x_{k\xi_1})\) by \( M \) and write

\[
\wedge(f) = (\wedge_1(f), \ldots, \wedge_n(f)); \quad \wedge(g) = (\wedge_1(g), \ldots, \wedge_n(g)),
\]

then

\[
\wedge(g) = \wedge(f)M.
\]

This is the covariance property of the Lagrangian derivative.

The Lagrangian derivative \( \wedge_k(f) \) of a function \( f \) can be considered as a function of \( 3n + 1 \) independent real variables \((x, \dot{x}, \ddot{x}, t)\). Now we investigate the condition under which the relation \( \wedge_k(f) = \wedge_k(h) \) holds identically in all the \( 3n + 1 \), independent variables for two functions
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\[ f(x, \dot{x}, t) \text{ and } h(x, \dot{x}, t) \] which are twice continuously differentiable in the 
2n + 1 variables \((x, \dot{x}, t)\) for \(t_1 \leq t \leq t_2\) and \((x, \dot{x}) \in G\).

Since the Lagrangian derivatives are linear homogeneous operators, it is enough, setting \(s = h - f\), to investigate when \(\wedge_k(s) = 0, k = 1, \ldots, n\), identically in the 3n + 1 independent variables \(x, \dot{x}, t\). Since

\[ \wedge_k(s) = s_{\dot{x}_k} - \sum_{l=1}^{n} (s_{x_l x_k} \dot{x}_l + s_{x_k x_l} \dot{x}_k) - s_{\dot{x}k}, \]

it follows that the coefficient of \(\ddot{x}_1\) vanishes identically, i.e.

\[ s_{\dot{x}_k \dot{x}_1} \equiv 0, \quad k, l = 1, \ldots, n, \]

which means that \(s\) is a linear function of \((\dot{x}_1, \ldots, \dot{x}_n)\). Hence \(s\) has the form

\[ s(x, \dot{x}, t) = \sigma_\circ(x, t) + \sum_{l=1}^{n} \sigma_1(x, t) \dot{x}_l, \]

where \(\sigma_\circ(x, t), \sigma_1(x, t)\) are twice continuously differentiable functions of \((x, t)\). So \(\wedge_k(s) \equiv 0\) gives

\[ \sigma_{\circ x_k} + \sum_{l=1}^{n} \sigma_{l x_k} \dot{x}_l - \sum_{l=1}^{n} \sigma_{k x_l} \dot{x}_l - \sigma_k \equiv 0. \]

This implies that

\[ \sigma_{\circ x_k} = \sigma_{k \dot{x}} \quad \text{and} \quad \sigma_{1 x_k} = \sigma_{k x_l}, k, l = 1, \ldots, n. \]

If we define for the moment \(x_\circ = t\), then the first condition becomes \(\sigma_{\circ x_k} = \sigma_{x_k}, k = 1, \ldots, n\), which is of the same form as the other conditions. These are necessary and sufficient conditions in order that there exist a function \(\sigma(x, t)\), twice continuously differentiable in the \(n + 1\) independent variables \((x_\circ, x_1, \ldots, x_n)\), such that

\[ \sigma_k(x, x_\circ) = \frac{\partial \sigma(x, x_\circ)}{\partial x_k}, \quad k = 0, 1, \ldots, n. \]
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Hence, under these condition there exists a function \( \sigma(x, t) \), twice continuously differentiable in the \( n + 1 \) independent variables \( (x, t) \), such that

\[
\sigma_x(x, t) = \frac{\partial \sigma(x, t)}{\partial t} \quad \text{and} \quad \sigma_k(x, t) = \frac{\partial \sigma(x, t)}{\partial x_k}, \quad k = 1, \ldots, n.
\]

Then \( s \) can be written in the form

\[
s(x, \dot{x}, t) = \frac{\partial \sigma(x, t)}{\partial t} + \sum_{l=1}^{n} \frac{\partial \sigma(x, t)}{\partial x_l} \dot{x}_l = \frac{d\sigma(x, t)}{dt},
\]

which means that a necessary condition that \( \wedge_k(f) = \wedge_k(h) \) is that there exists a twice continuously differentiable function \( \sigma(x, t) \) of \( n + 1 \) independent variables \( (x, t) \) such that

\[
h = f + \frac{d\sigma(x, t)}{dt} \tag{1.1.7}
\]

Conversely, if there exists a twice continuously differentiable function \( \sigma(x, t) \) and if \( f \) and \( h \) are connected by the relation (1.1.7), then \( \wedge_k(f) = \wedge_k(h) \) identically, \( k = 1, \ldots, n \). This assertion could also have been proved starting from the original problem of the Calculus of Variations.

We proceed to derive the canonical equations of Hamilton. This is done by means of the ‘Legendre transformation’. We set

\[
y_k = f_{\dot{x}_k}(x, \dot{x}, t), \quad k = 1, \ldots, n, \tag{1.1.8}
\]

and consider \( f_{\dot{x}_k} \) as functions of \( \dot{x} = (\dot{x}_1, \ldots, \dot{x}_n) \). If we suppose that the Jacobian \( |f_{\dot{x}_k}| \neq 0 \) everywhere in the region under consideration, then we can solve the system of equations (1.1.8) locally and determine \( \dot{x}_k \) as functions of \( 2n + 1 \) independent variables \( (x, y, t) \). If \( f \) satisfies the Euler-Lagrange equations

\[
f_{\dot{x}_k} - \frac{d}{dt}f_{\dot{x}_k} = 0, \quad k = 1, \ldots, n,
\]

then it follows that \( \dot{y}_k = f_{\dot{x}_k}, \quad k = 1, \ldots, n \). Therefore, we obtain by the substitution (1.1.8) a system of \( 2n \) differential equations of the first order,

\[
\dot{x}_k = y_k(x, y, t),
\]
1. The Euler-Lagrange equations

\[ \dot{y}_k = f_{x_k}(x, \dot{x}, t) = f_{x_k}(x, \dot{x}(x, y, t), t), \quad k = 1, \ldots, n. \]

Thus the Euler-Lagrange system of \( n \) equations of the second order has been reduced to a system of \( 2n \) equations of the first order.

This system of differential equations can be written in a different way as follows. Consider the function \( E(x, y, \dot{x}, t) \) of \( 3n + 1 \) independent real variables, defined by

\[
E(x, y, \dot{x}, t) = \sum_{k=1}^{n} \dot{x}_k y_k - f(x, \dot{x}, t); \quad (1.1.9)
\]

this is twice continuously differentiable in all the variables. Then

\[
dE = \sum_{k=1}^{n} (\dot{x}_k d y_k + y_k d \dot{x}_k) - \sum_{k=1}^{n} (f_{x_k} d x_k + f_{\dot{x}_k} d \dot{x}_k) - f_t dt.
\]

Now if we assume that \( y_k = f_{x_k}, \quad k = 1, \ldots, n, \) and \( |f_{x_k}| \neq 0 \) everywhere, then

\[
\sum_{k=1}^{n} (y_k d \dot{x}_k - f_{\dot{x}_k} d \dot{x}_k) = 0,
\]

and hence

\[
dE = \sum_{k=1}^{n} (\dot{x}_k d y_k - f_{x_k} d x_k) - f_t dt,
\]

which means that \( E \) is a function \( E(x, y, t) \), twice continuously differentiable in the \( 2n + 1 \) independent variables \((x, y, t)\). Therefore we get

\[
\frac{\partial E}{\partial x_k} = -f_{x_k}, \quad \frac{\partial E}{\partial y_k} = \dot{x}_k \quad \text{and} \quad \frac{\partial E}{\partial t} = -f_t.
\]

If now \( f \) satisfies the Euler-Lagrange equations, so that

\[
f_{x_k} = \frac{d}{dt} f_{\dot{x}_k} = \dot{y}_k, \quad k = 1, \ldots, n,
\]

then we get a system of \( 2n \) differential equations satisfied by \( E \):

\[
\dot{x}_k = E_{y_k}, \quad \dot{y}_k = -E_{x_k}, \quad k = 1, \ldots, n. \quad (1.1.10)
\]
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where \( E_{x_k} = \frac{\partial E(x,y,t)}{\partial x_k} \) and \( E_{y_k} = \frac{\partial E(x,y,t)}{\partial y_k} \). These equations are called the canonical equations of Hamilton. If we assume that \( |y_k,\dot{x}_1| \neq 0 \), then we see from the relation \( y_k = f_{x_k} \) (considering \( f_{x_k} \) as a function of \( \dot{x} \)) that

\[
dy_k = \sum_{l=1}^{n} f_{x_k,\dot{x}_1} d\dot{x}_1.
\]

Since \( d\dot{x}_k = \sum_{l=1}^{n} E_{y_k,y_l} dy_l \), it follows that \( (f_{x_k,\dot{x}_1}) \) and \( (E_{y_k,y_l}) \) are matrices which are inverses of each other. We have \( E_{y_k,y_l} = \dot{x}_k \) and hence \( |\dot{x}_k| \neq 0 \). Conversely, suppose that \( E = E(x,y,t) \) is 0 given twice continuously differentiable function of all the \( 3n + 1 \) independent variables and \( |E_{y_k,y_l}| \neq 0 \) everywhere, then the system of differential equations

\[
\dot{x}_k = E_{y_k}, \quad \dot{y}_k = -E_{x_k}, \quad k = 1, \ldots, n,
\]

can be reduced to the system of Euler-Lagrange equations. To see this we put

\[
f(x,y,\dot{x},t) = \sum_{k=1}^{n} \dot{x}_k y_k - E(x,y,t)
\]

and consider \( f \) as a function of \( 3n + 1 \) independent variables. Then

\[
df = -\sum_{k=1}^{n} (E_{x_k} dx_k + E_{y_k} dy_k) - E_t dt + \sum_{k=1}^{n} (\dot{x}_k dy_k + y_k d\dot{x}_k).
\]

If the equations \((1.1.10)\) are satisfied, then

\[
df = -\sum_{k=1}^{n} E_{x_k} dx_k - E_t dt + \sum_{k=1}^{n} y_k d\dot{x}_k,
\]

and if \( |E_{y_k,y_l}| \neq 0 \), then we can solve locally for \( y_l \) as a function of \( \dot{x} = (\dot{x}_1, \ldots, \dot{x}_n) \). Substituting this in the expression \((1.1.11)\) for \( f \), we may consider \( f \) as a function of \( 2n + 1 \) independent variables \((x, \dot{x}, t)\). Consequently,

\[
f_{x_k} = -E_{x_k}, \quad f_{y_k} = y_k, \quad k = 1, \ldots, n,
\]
which, together, with the system of equations \( \dot{y}_k = -E_{x_k} \) of (1.1.10), implies that
\[
f_{x_k} - \frac{d}{dt} f_{x_k} = 0, \quad k = 1, \ldots, n.
\]

2 The transformation theory of Hamiltonian equations

We have shown in §1 that the system of Hamiltonian differential equations can be obtained from the Euler-Lagrange differential equations (by means of the Legendre transformation) and conversely. We shall now show that the Hamiltonian equations can also be obtained directly from the variational problem, without using the Legendre transformation. This is done in the following way. Suppose that a twice continuously differentiable function \( E(x, y, t) \) of \( 2n + 1 \) independent real variables \((x, y, t)\) is given. We generalize slightly and consider the function \( f \) of \( 4n + 1 \) independent variables \((x, y, \dot{x}, \dot{y}, t)\) defined by
\[
f(x, y, \dot{x}, \dot{y}, t) = \sum_{r=1}^{n} \dot{x}_r \dot{y}_r - E(x, y, t). \tag{1.2.1}
\]
(The variable \( \dot{y} = (\dot{y}_1, \ldots, \dot{y}_n) \) does not really appear on the right hand side.) It is clear that the function \( f \) is twice continuously differentiable in all its variables. Then the Lagrangian derivatives of \( f \), calculated with respect to \((x_k, \dot{x}_k)\) and \((y_k, \dot{y}_k)\) and denoted by \( \langle x_k \rangle \) and \( \langle y_k \rangle \) respectively, are given by
\[
\langle x_k \rangle \equiv f_{x_k} - \frac{d}{dt} f_{x_k} = -E_{x_k} - \dot{y}_k, \tag{1.2.2}
\]
\[
\langle y_k \rangle \equiv f_{y_k} - \frac{d}{dt} f_{y_k} = \dot{x}_k - E_{y_k}, \quad k = 1, \ldots, n.
\]
Hence the Euler-Lagrange equations for \( f \) become
\[
-E_{x_k} - \dot{y}_k = 0, \quad \dot{x}_k - E_{y_k} = 0, \quad k = 1, \ldots, n, \tag{1.2.3}
\]
which are precisely the Hamiltonian equations. Conversely the system (1.2.3) of equations implies that \( f \) satisfies the Euler-Lagrange equations. Thus the Hamiltonian equations can be considered as necessary
conditions for the existence of a twice continuously differentiable function \( (x(t), y(t)) = (x_1(t), \ldots, x_n(t), y_1(t), \ldots, y_n(t)) \) which is a solution of the problem of minimising the integral
\[
\int_{t_1}^{t_2} f(x, y, \dot{x}, \dot{y}, t) dt
\]
with the prescribed initial conditions \((x(t_1), y(t_1))\) and \((x(t_2), y(t_2))\).

We proceed to discuss the transformation theory of the Hamiltonian equations. We consider \(2n\) new independent real variables \(\xi = (\xi_1, \ldots, \xi_n)\) and \(\eta = (\eta_1, \ldots, \eta_n)\) and the transformation
\[
x_k = \varphi_k(\xi, \eta, t), \quad y_k = \psi_k(\xi, \eta, t), \quad k = 1, \ldots, n, \tag{1.2.4}
\]
where \(\varphi_k\) and \(\psi_k\) are twice continuously differentiable functions of the \(2n + 1\) independent variables \((\xi, \eta, t)\) with the Jacobian \(\frac{\partial(\varphi, \psi)}{\partial(x, y)}\) non-vanishing. In general such a transformation does not leave invariant the Euler-Lagrange equations in the Hamiltonian form:
\[
E_{x_k} = -\dot{y}_k, \quad E_{y_k} = \dot{x}_k, \quad k = 1, \ldots, n. \tag{1.2.5}
\]

We wish to investigate conditions under which a transformation of the type (1.2.4) leaves the equations in the Hamiltonian form (1.2.5) invariant. For this purpose we consider the function \(f\) of \(4n + 1\) independent variables \((x, y, \dot{x}, \dot{y}, t)\) defined by (1.2.1):
\[
f(x, y, \dot{x}, \dot{y}, t) = \sum_{r=1}^{n} \dot{x}_r y_r - E(x, y, t).
\]
We have seen that the Lagrangian derivatives of \(f\), computed formally relative to \((\dot{x}_k, \dot{y}_k)\) and \((y_k, \dot{y}_k)\) respectively, are
\[
\wedge_{\dot{x}_k}(f) = -E_{x_k} - \dot{y}_k \quad \text{and} \quad \wedge_{y_k}(f) = \dot{x}_k - E_{y_k}, k = 1, \ldots, n.
\]
These are in the Hamiltonian form. We substitute \(\varphi_k(\xi, \eta, t)\) and \(\psi_k(\xi, \eta, t)\) for \(x_k\) and \(y_k\) respectively in the expression (1.2.1) for \(f\) and we consider \(f\) as a function of the \(4n+1\) new independent variables \((\xi, \eta, \dot{\xi}, \dot{\eta}, t)\).
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We then obtain the Lagrangian derivatives in the new variables:

\[ \wedge_\xi^k (f) \equiv f_{\xi_k} - \frac{d}{dt} f_{\xi_k}, \wedge_{\eta_k} (f) \equiv f_{\eta_k} - \frac{d}{dt} f_{\eta_k}, k = 1, \ldots, n. \]

Now if the transformation of the variables from \((\xi, \eta)\) to \((x, y)\) is to leave invariant the Lagrangian derivative in the Hamiltonian for \(m\), we have to determine a twice continuously differentiable function \(E = E(\xi, \eta, t)\) of the \(2n + 1\) independent real variables \((\xi, \eta, t)\) such that

\[ \wedge_\xi^k (f) = -E_{\xi_k} - \dot{\eta}_k, \wedge_{\eta_k} (f) = \dot{\xi}_k - E_{\eta_k}, k = 1, \ldots, n. \]  

(1.2.6)

On the other hand, if we consider the function \(h = h(\xi, \eta, \dot{\xi}, \dot{\eta}, t)\) of the \(4n + 1\) independent variables \((\xi, \eta, \dot{\xi}, \dot{\eta}, t)\) defined by

\[ h(\xi, \eta, \dot{\xi}, \dot{\eta}, t) = \sum_{k=1}^{n} \dot{\xi}_k \eta_k - \mathbb{E}(\xi, \eta, t). \]  

(1.2.7)

then the Lagrangian derivatives of \(h\) are again given by

\[ \wedge_\xi^k (h) = -E_{\xi_k} - \dot{\eta}_k, \wedge_{\eta_k} (h) = \dot{\xi}_k - E_{\eta_k}, k = 1, \ldots, n. \]  

(1.2.8)

The systems (1.2.6) and (1.2.8) together mean that the function \(s = f - h\) is twice continuously differentiable in the variables \((\xi, \eta, \dot{\xi}, \dot{\eta}, t)\) and satisfies the Euler-Lagrange equations

\[ \wedge_\xi^k (s) = 0, \wedge_{\eta_k} (s) = 0, k = 1, \ldots, n. \]

We have shown in §1 that in such a case there exists a twice continuously differentiable function \(\sigma = \sigma(\xi, \eta, t)\) of the \(2n + 1\) independent variables \((\xi, \eta, t)\) such that \(s = \frac{d}{dt} \sigma(\xi, \eta, t)\). This means that \(f = h + \frac{d}{dt} \sigma(\xi, \eta, t)\) and hence, \(f\) considered as a function of the variables \((\xi, \eta, \dot{\xi}, \dot{\eta}, t)\) has the form

\[ f(\xi, \eta, \dot{\xi}, \dot{\eta}, t) = \sum_{k=1}^{n} \dot{\xi}_k \eta_k - \mathbb{E}(\xi, \eta, t) + \frac{d}{dt} \sigma(\xi, \eta, t). \]  

(1.2.9)
If we denote by $\sigma_t$, $\sigma_\xi$, $\sigma_\eta$ the partial derivatives of $\sigma$ with respect to $t$, $\xi_k$ and $\eta_k$ respectively, then we have

$$\frac{d}{dt}\sigma(\xi, \eta, t) = \sum_{k=1}^{n} (\sigma_\xi \dot{\xi}_k + \sigma_\eta \dot{\eta}_k) + \sigma_t. $$

Since $\dot{x}_r = \sum_{k=1}^{n} (x_r \dot{\xi}_k + x_r \dot{\eta}_k) + x_r$, the expression (1.2.1) for $f$ becomes

$$f = -E(x(\xi, \eta, t), y(\xi, \eta, t), t) + \sum_{r=1}^{n} ((x_r \dot{\xi}_k + x_r \dot{\eta}_k) + x_r)y_r. $$

Then we get

$$\frac{d}{dt}\sigma(\xi, \eta, t) = f - h = E(\xi, \eta, t) - E(x, y, t) - \sum_{k=1}^{n} \dot{\xi}_k \dot{\eta}_k +$$

$$+ \sum_{r=1}^{n} \left( \sum_{k=1}^{n} (x_r \dot{\xi}_k + x_r \dot{\eta}_k) + x_r \right) y_r,$$

and therefore, comparing the coefficients of $\dot{\xi}_k$ and $\dot{\eta}_k$ and the remaining terms, we have

$$\sigma_\xi = \sum_{r=1}^{n} x_r \eta_r - \eta_k, $$

$$\sigma_\eta = \sum_{r=1}^{n} x_r \eta_r, \quad k = 1, \ldots, n, $$

and

$$\sigma_t = \sum_{r=1}^{n} x_r y_r + E(\xi, \eta, t) - E(x, y, t). $$

The function $E(\xi, \eta, t)$ is therefore determined by the last identity if the function $\sigma(\xi, \eta, t)$ is known. However, the first two identities in (1.2.10) give the partial derivatives of $\sigma$ with respect to $\dot{\xi}_k$ and $\dot{\eta}_k$. Hence a necessary and sufficient condition that there exist a twice continuously differentiable function $\sigma$ of $2n + 1$ independent variables $(\xi, \eta, t)$ with
\[ \frac{\partial \sigma}{\partial \xi_k} \text{ and } \frac{\partial \sigma}{\partial \eta_k} \] given by the first two equations in (1.2.10) is that \( \sigma \) satisfy the integrability conditions:

\[ \sigma_{\xi_k \xi_1} = \sigma_{\xi_1 \xi_k}, \sigma_{\xi_l \eta_1} = \sigma_{\eta_1 \xi_l}, \sigma_{\eta_1 \eta_1} = \sigma_{\eta_1 \eta_1}, k, l = 1, \ldots, n. \]

Using the expressions for \( \sigma_{\xi_k} \) and \( \sigma_{\eta_1} \) from (1.2.10) the integrability conditions become

\[
\begin{align*}
\left( \sum_{r=1}^{n} x_{r \xi_k} y_r - \eta_k \right)_{\xi_1} &= \left( \sum_{r=1}^{n} x_{r \xi_k} y_r - \eta_1 \right)_{\xi_k}, \\
\left( \sum_{r=1}^{n} x_{r \xi_k} y_r - \eta_k \right)_{\eta_1} &= \left( \sum_{r=1}^{n} x_{r \eta_1} y_r \right)_{\xi_k}, \\
\left( \sum_{r=1}^{n} x_{r \eta_1} y_r \right)_{\eta_1} &= \left( \sum_{r=1}^{n} x_{r \eta_1} y_r \right)_{\eta_1}.
\end{align*}
\]

Since \( x_r \) is twice continuously differentiable in all the variables \( (\xi, \eta, t) \), we have

\[ x_{r \xi_k} = x_{r \xi_k}, x_{r \xi_k \eta_1} = x_{r \eta_1 \xi_k}, x_{r \eta_1 \eta_1} = x_{r \eta_1 \eta_1}, \]

\( k, l = 1, \ldots, n \), and we get

\[
\begin{align*}
\sum_{r=1}^{n} x_{r \xi_k} y_r &= \sum_{r=1}^{n} x_{r \xi_k} y_r, \\
\sum_{r=1}^{n} x_{r \xi_k} y_{r \xi_k} - \delta_{kk} &= \sum_{r=1}^{n} x_{r \eta_1} y_{r \xi_k} - \delta_{kl} \quad (1.2.11) \\
\sum_{r=1}^{n} x_{r \eta_1} y_{r \eta_1} &= \sum_{r=1}^{n} x_{r \eta_1} y_{r \eta_1}.
\end{align*}
\]

\( k, l = 1, \ldots, n \), where \( \delta_{kk} = 1 \) and \( \delta_{kl} = 0, k \neq 1 \). These integrability conditions can best be written in matrix form. Denoting by \( A, B, C, D \) respectively the \( n \)-rowed square matrices

\[ A = (x_{k \xi_1}), B = (x_{k \eta_1}), C = (y_{k \xi_1}), D = (y_{k \eta_1}), \]
we can write the equations (1.2.11) in the form

\[ A'C = C'A, \quad A'D - E = C'B, \quad B'D = D'B, \]  

(1.2.12)

where \( E \) is the \( n \)-rowed unit matrix \((\delta_{kl})\). We denote by \( M \) the \( 2n \)-rowed matrix

\[ M = \begin{pmatrix} A & B \\ C & D \end{pmatrix}. \]

\( M \) is precisely the Jacobian matrix of the transformation from \((\xi, \eta)\) to \((x, y)\) given by \( x_k = \varphi_k(\xi, \eta, t) \), \( y_k = \psi_k(\xi, \eta, t) \), \( k = 1, \ldots, n \). Denoting by \( J \) the \( 2n \)-rowed matrix

\[ J = \begin{pmatrix} 0 & E \\ -E & 0 \end{pmatrix}, \]

where \( 0 \) stands for the \( n \)-rowed zero-matrix, the integrability conditions (1.2.12) can be condensed into the single condition:

\[ M'JM = J. \]  

(1.2.13)

A \( 2n \)-rowed matrix \( M \) satisfying the condition (1.2.13) is called a symplectic matrix. We observe that \( J' = -J \) and that \( J^2 = \begin{pmatrix} E & 0 \\ 0 & E \end{pmatrix} \) which shows that \( J \) itself is a symplectic matrix. We recall that the symplectic matrices form a group under matrix multiplication; this group is called the real symplectic group.

Thus the integrability conditions expressed by (1.2.13) state that the Jacobian matrix of the transformation from \((\xi, \eta)\) to \((x, y)\) defined by (1.2.4) is symplectic. Since the integrability conditions are derived from the first two equations in (1.2.10) which are independent of the function \( E(x, y, t) \), it follows that the condition \( M'JM = J \) is also independent of the choice of the function \( E(x, y, t) \) in the expression (1.2.1) for \( f \).

A transformation \( x_k = \varphi_k(\xi, \eta, t), y_k = \psi_k(\xi, \eta, t) \) where \( \varphi_k, \psi_k, k = 1, \ldots, n \), are twice continuously differentiable functions of the \( 2n + 1 \) independent variables \((\xi, \eta, t)\) such that the Jacobian matrix \( M \) of the transformation is non-singular, is called canonical if the matrix \( M \) is symplectic.
Under a canonical transformation then the Hamiltonian equations preserve their form. We consider now the question of determining all canonical transformations, or, equivalently, the problem of solving the matrix equations $M'J M = J$ in $M$. We do this first under an additional restriction. Suppose that $x_k = \varphi_k(\xi, \eta, t)$, $y_k = \psi_k(\xi, \eta, t)$, $k = 1, \ldots, n$, is a given transformation with the additional property that the determinant $B = \left| x_{k\eta} \right| \neq 0$; $|B|$ is precisely the Jacobian of the transformation $x_k = \varphi_k(\xi, \eta, t)$, $k = 1, \ldots, n$, where $\varphi_k$ are considered as functions of the independent variables $\eta = (\eta_1, \ldots, \eta_n)$ alone. Now by the implicit function theorem we can solve locally for $\eta_1$ as functions of $(x, \xi, \tau)$: 

$$\eta_1 = \eta_1(x, \xi, \tau),$$

and substituting this in $y_k = \psi_k(\xi, \eta, t)$, we have $y_k = y_k(x, \xi, \tau)$. Since $\varphi_k$ and $\psi_k$ are twice continuously differentiable in all the variables $(\xi, \eta, t)$, it follows that $\eta_1$, and hence $y_1$, are twice continuously differentiable functions of $(x, \xi, \tau)$. Substituting $\eta_1 = \eta_1(x, \xi, \tau)$, $l = 1, \ldots, n$, in $\sigma = \sigma(\xi, \eta, \tau)$, we get a new function

$$W \equiv W(x, \xi, \tau) = \sigma(\xi, \eta(x, \xi, \tau), \tau),$$

which is again twice continuously differentiable in $(x, \xi, \tau)$. Then we have the identity

$$\frac{d}{dt}\sigma(\xi, \eta, t) = \sum_{r=1}^{n} \dot{x}_r y_r - E(x, y, t) - \sum_{r=1}^{n} \dot{\xi}_r \eta_r + E(\xi, \eta, t),$$

from which we obtain

$$\frac{d}{dt}W(x, \xi, \tau) = \sum_{r=1}^{n} \dot{x}_r y_r(x, \xi, \tau) - E(x, y(x, \xi, \tau), t) - \sum_{r=1}^{n} \dot{\xi}_r \eta_r(x, \xi, \tau) + E(\xi, \eta(x, \xi, \tau), t).$$

But since

$$\frac{d}{dt}W(x, \xi, \tau) = W_t + \sum_{k=1}^{n} (W_{x_k} \dot{x}_k + W_{\xi_k} \dot{\xi}_k),$$

we get, comparing the coefficients of $\dot{x}_k$, $\dot{\xi}_k$ and the remaining terms,
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\[ y_k = W_{x_k}, \quad \eta_k = -W_{\xi_k}, \quad k = 1, \ldots, n, \]
\[ E(x, y, t) = E(\xi, \eta, t) - W_t. \quad (1.2.14) \]

Since \( |B| = |x_{k\eta}| \neq 0 \) and the matrix \((\eta_{k\xi})\) is the inverse of the matrix \((x_{k\eta})\), it follows that \( |\eta_{k\xi}| \neq 0 \). Therefore we have \( |W_{\xi_{k\eta}}| = (-1)^n|\eta_{k\xi}| \neq 0 \). Thus, given the transformation \( x_k = \varphi_k(\xi, \eta, t), y_k = \psi_k(\xi, \eta, t), k = 1, \ldots, n \), with \( |x_{k\eta}| \neq 0 \), there exists a twice continuously differentiable function \( W = W(x, \xi, t) \) such that \( |W_{\xi_{k\eta}}| \neq 0 \). Conversely, suppose that we are given an arbitrary twice continuously differentiable function \( W(x, \xi, t) \) of \( 2n + 1 \) independent variables \((x, \xi, t)\) with \( |W_{\xi_{k\eta}}| \neq 0 \). Then we set

\[ \eta_k(x, \xi, t) = -W_{\xi_k}(x, \xi, t), \quad y_k = W_{x_k}(x, \xi, t). \]

The first of these can be considered as a function of \( x \) only and since \( |W_{\xi_{k\eta}}| = (-1)^n|\eta_{k\xi}| \neq 0 \) by assumption, we can solve locally and obtain \( x_k \) as a function \( \varphi_k(\xi, \eta, t) \) of \((\xi, \eta, t)\). Substituting this in \( y_k = W_{x_k}(x, \xi, t) \), we define the transformation

\[ x_k = \varphi_k(\xi, \eta, t), \quad y_k = \psi_k(\xi, \eta, t), \quad k = 1, \ldots, n. \]

Further, since the matrix \((x_{k\eta})\) is the inverse of the matrix \((\eta_{k\xi})\) = \(-W_{\xi_{k\eta}}\), it follows that \( |B| = |x_{k\eta}| \neq 0 \).

Let us consider the identity transformation \( x_k = \xi_k, y_k = \eta_k \), whose Jacobian matrix \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) is the \( 2n \)-rowed identity matrix (evidently symplectic); here \( B = 0 \), so that the condition \( |B| \neq 0 \) is not satisfied and the theory above does not apply. However, even this case can be covered in the following way. We use the fact that nevertheless \( |A| = |E| \neq 0 \).

Suppose that we are given a transformation \( x_k = \varphi_k(\xi, \eta, t), y_k = \psi_k(\xi, \eta, t) \) where \( \varphi_k, \psi_k \) are twice continuously differentiable functions of \((\xi, \eta, t)\) with the Jacobian matrix \( M = \frac{\partial(\varphi, \psi)}{\partial(\xi, \eta)} \) non-singular. Suppose that \( M \) has the additional property that \( |A| = |x_{k\xi}| \neq 0 \). We consider the transformation \( \xi_k = \eta'_k, \quad \eta_k = -\xi'_k, \quad k = 1, \ldots, n \), from the independent variables \((\xi', \eta')\) to \((\xi, \eta)\). The Jacobian matrix of this transformation is \( \begin{pmatrix} 0 & \xi \\ -E & 0 \end{pmatrix} = J \) and \( J \) itself is a symplectic matrix. The Jacobian matrix of the composite transformation of the variables \((\xi', \eta')\) to \((x, y)\) defined by

\[ x_k = \varphi_k(\xi, \eta, t) = \varphi_k(\eta', -\xi', t) \]
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\[ y_k = \psi_k(\xi, \eta, t) = \psi_k(\eta', -\xi', t), \quad k = 1, \ldots, n, \]

is the product matrix

\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix}
\begin{pmatrix}
0 & E \\
-E & 0
\end{pmatrix} =
\begin{pmatrix}
-B & A \\
-D & C
\end{pmatrix}.
\]

Since \( J \) is symplectic and the symplectic matrices form a group under matrix multiplication, we see that if \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) is symplectic, then \( \begin{pmatrix} -B & A \\ -D & C \end{pmatrix} \) is also symplectic and conversely. Thus the Jacobian matrix of the composite of the two transformations is of the form previously considered since \( |A| \neq 0 \), and hence our argument can be applied to prove that there exists a twice continuously differentiable function \( W' = W'(x, \xi', t) \) such that \( |W'_{\xi_x\xi_1}| \neq 0 \) and \( y_k = W'_{\xi_k}, \eta'_k = -W'_{\xi_k}, \quad k = 1, \ldots, n. \)

We remark that the transformation \( x_k = \eta_k, \quad y_k = -\xi_k \) whose Jacobian matrix is \( \begin{pmatrix} 0 & E \\ -E & 0 \end{pmatrix} = J \) belongs to the type we have considered and moreover \( J \) is symplectic. This proves the existence of non-trivial canonical transformations with the property that \( |B| = |x_k\eta_k| \neq 0. \)

If both \( |A| \) and \( |B| \) are zero we can still proceed using the fact that a symplectic matrix can be expressed as a product of two symplectic matrices in each of which either the condition \( |A| \neq 0 \) or \( |B| \neq 0 \) is satisfied.

We now come to the partial differential equation of Hamilton-Jacobi. Consider the system of Hamiltonian differential equations

\[
\dot{x}_k = E_{y_k}, \quad \dot{y}_k = -E_{x_k}, \quad k = 1, \ldots, n,
\]

where \( E = E(x, y, t) \) is a twice continuously differentiable function of the \( 2n + 1 \) variables \( (x, y, t) \). Taking \( f = \sum_{k=1}^n \dot{x}_k y_k - E \) we can write this in the form

\[
\wedge_{x_k}(f) \equiv -\dot{y}_k - E_{x_k} = 0, \quad \wedge_{y_k}(f) \equiv \dot{x}_k - E_{y_k} = 0, \quad k = 1, \ldots, n.
\]

Let \( x_k = \varphi_k(\xi, \eta, t), \quad y_k = \psi_k(\xi, \eta, t) \) be a transformation of the variables \( (\xi, \eta) \) to \( (x, y) \), where \( \varphi_k, \psi_k \) are twice continuously differentiable functions of all the variables \( (\xi, \eta, t) \) with Jacobian \( \frac{\partial(\varphi, \psi)}{\partial(\xi, \eta)} \neq 0. \) If this is a
canonical transformation, then there exists a twice continuously differentiable function $\mathbb{E} = \mathbb{E}(\xi, \eta, t)$ such that

$$\wedge \xi_k(f) = -\dot{\eta}_k - \mathbb{E}_{\xi_k}, \wedge \eta_k(f) = \dot{\xi}_k - \mathbb{E}_{\eta_k}, k = 1, \ldots, n,$$

where $f$ is considered as a function of the variables $(\xi, \eta, \dot{\xi}, \dot{\eta}, t)$. Since the Lagrangian derivatives are invariant under a canonical transformation, this would imply that $\wedge \xi_k(f) = 0, \wedge \eta_k(f) = 0, k = 1, \ldots, n$.

Now suppose that the canonical transformation above: $x_k = \varphi_k(\xi, \eta, t), y_k = \psi_k(\xi, \eta, t)$, is such that $\mathbb{E}(\xi, \eta, t) \equiv 0$; then the Hamiltonian differential equations take the trivial form $\dot{\xi}_k = 0, \dot{\eta}_k = 0$, which has a trivial solution $\xi_k = \text{constant}, \eta_k = \text{constant}, k = 1, \ldots, n$.

We have constructed a canonical transformation starting from a ‘generating function’, i.e. a twice continuously differentiable function $W = W(x, \eta, t)$ of the $2n + 1$ variables $(x, \xi, t)$ with $|W_{x_\xi}| \neq 0$. Then we have seen that $W$ satisfies the relation $\mathbb{E}(\xi, \eta, t) = E(x, y, t) + W_t$. Hence, in order that $\mathbb{E}(\xi, \eta, t) \equiv 0$ it is necessary and sufficient that $E(x, y, t) + W_t = 0$. We obtained the canonical transformation by defining $y_k = W_{x_k}$. Then this condition becomes

$$E(x, W_\xi, t) + W_t = 0,$$  \hspace{1cm} (1.2.15)

and this is the **Hamilton-Jacobi partial differential equation** satisfied by $W$. Thus, if the canonical transformation constructed from a generating function $W$ transforms the Hamiltonian differential equations into the trivial form $\dot{\xi}_k = 0, \dot{\eta}_k = 0, k = 1, \ldots, n$, then $W$ satisfies the Hamilton-Jacobi partial differential equation.

Conversely, suppose that $W$ satisfies the Hamilton-Jacobi partial differential equation; then we obtain a canonical transformation in the following way. Define $\eta_k = -W_{\xi_k}, y_k = W_{x_k}$. Since $|W_{x_\xi}| = |W_{x_\xi}| \neq 0$, we can solve the equation $\eta_k = -W_{\xi_k}$ locally and express $x_k$ as a function $\varphi_k(\xi, \eta, t)$ which, on substitution in $y_k = W_{x_k}$, gives $y_k = \psi_k(\xi, \eta, t)$. Moreover, since under this transformation $\mathbb{E}(\xi, \eta, t) = E(x, y, t) + W_t = E(x, W_\xi, t) + W_t = 0$, it follows that the transformation thus obtained reduces the Hamiltonian system of differential equations into the trivial form $\dot{\xi}_k = 0, \dot{\eta}_k = 0$. 
3 Cauchy’s theorem on the existence of solutions of a system of ordinary differential equations

Suppose that we are given $m$ real-valued functions $f_k = f_k(x_1, \ldots, x_m)$, $k = 1, \ldots, m$, of $m$ independent real variables $(x_1, \ldots, x_m)$ and $m$ real numbers $\xi_1, \ldots, \xi_m$. Let now $x_k = x_k(t)$ be $m$ real-valued functions of a real variable $t$ in some interval; denote by $\dot{x}_k$ the derivative $\frac{d}{dt}x_k(t)$. We shall consider the system of ordinary differential equations

$$\dot{x}_k = f_k(x_1, \ldots, x_m), \quad k = 1, \ldots, m,$$

in the $m$ unknown functions $x_k(t)$ taking the initial values $\xi_k$ at the point $t = \tau : \dot{x}_k(\tau) = \xi_k$. It is well known that if $f_k$ are, for instance, Hölder continuous in a real neighbourhood of the point $(\xi_1, \ldots, \xi_m)$ in $m$-dimensional Euclidean space, then there exists a solution $x_k$ of the system of differential equations in a real neighbourhood of $\tau$, satisfying the initial condition $x_k(\tau) = \xi_k$. We shall consider the system of differential equations in the complex domain and seek complex solutions $x_k$. More precisely, let $\xi_1, \ldots, \xi_m$ be $m$ given complex numbers. We shall assume that the $f_k$ are complex valued regular analytic functions of $m$ independent complex variables $(x_1, \ldots, x_m)$ in a complex neighbourhood of $(\xi_1, \ldots, \xi_m)$:

$$|x_k - \xi_k| < r_k, \quad r_k > 0, \quad k = 1, \ldots, m.$$ To simplify the notation we shall assume that the $f_k$ are regular analytic functions in the region $|x_k - \xi_k| < r = \min(r_1, \ldots, r_m)$. Let us suppose further that there is a positive constant $C$ such that $|f(x_1, \ldots, x_m)| \leq C$ for $x$ in the region $|x_k - \xi_k| < r$. We shall prove the following existence theorem due to Cauchy.

**Theorem.** If $f_k$ are regular analytic functions of $m$ complex variables $(x_1, \ldots, x_m)$ in a complex neighbourhood $|x_k - \xi_k| < r$ of the point $(\xi_1, \ldots, \xi_m)$ and $|f_k| \leq C$ in this region, then the system of differential equations

$$\dot{x}_k = f_k(x_1, \ldots, x_m), \quad k = 1, \ldots, m,$$

has a solution $x_k = x_k(t)$ in the complex neighbourhood

$$|t - \tau| < r/(m + 1)C$$
of the point \( \tau \), such that the \( x_k(t) \) are regular analytic functions of the variable \( t \) in this region with \( x_k(\tau) = \xi_k \) and

\[
|x_k(t) - \xi_k| < r, \quad k = 1, \ldots, m
\]
in the region \((1.3.2)\).

**Proof.** The idea used by Cauchy is the following. One writes the \( x_k \) as power-series with undertermined coefficients, inserts these into the differential equations \((1.3.1)\) and equates the coefficients on both sides; the coefficients of the power-series for \( x_k \) are now determined and one then proves the convergence of the resulting power-series by the method of majorization. We shall first of all simplify the notation in the following way. Define new variables \( x^*_1, \ldots, x^*_m \) and \( t^* \) by means of the substitutions

\[
x^*_k = \frac{(x_k - \xi_k)}{r}, \quad k = 1, \ldots, m; \quad t^* = \frac{c}{r}(t - \tau),
\]
i.e.

\[
x_k = rx^*_k + \xi_k, \quad \text{and} \quad t = r t^* + \tau.
\]

Then \( |x^*_k| < 1 \) and \( |t^*| < 1/(m + 1) \) for \((x_1, \ldots, x_m, t)\) in the region \(|x_k - \xi_k| < r \) and \(|t - \tau| < r/(m + 1)C\). Now the system of differential equations \((1.3.1)\) becomes

\[
c\frac{dx^*_k}{dt^*} = f_k(rx^*_1 + \xi_1, \ldots, rx^*_m + \xi_m),
\]

Setting \( f^*_k(x^*_1, \ldots, x^*_m) = \frac{1}{C} f_k(rx^*_1 + \xi_1, \ldots, rx^*_m + \xi_m) \), this takes the form

\[
\frac{dx^*_k}{dt^*} = f^*_k(x^*_1, \ldots, x^*_m), \quad k = 1, \ldots, m, \quad (1.3.3)
\]

where \( f^*_k \) are regular analytic functions of the new complex variables \((x^*_1, \ldots, x^*_m)\) in the region \(|x^*_k| < 1 \) and further, \( |f^*_k| \leq 1 \) in this region. This is again of the form \((1.3.1)\). Now the statement of the theorem reads as follows: there exists a complex regular analytic solution \( x^*_k = x^*_k(t^*) \) in the complex region \(|t^*| < 1/(m + 1) \) of the system \((1.3.3)\) with the initial condition \( x^*_k(0) = 0 \) and with \( |x^*_k(t^*)| < 1 \) for \(|t^*| < 1/(m + 1) \).
3. Cauchy’s theorem on the existence of solutions...

is clear that every solution \( x_k(t^*) \) of this problem gives a solution of the original problem (1.3.1) and vice versa. Hence it is enough to consider the system (1.3.1) in the situation in which \( \xi_k = 0, \tau = 0, f_k \) regular analytic in the complex region \( |x_k| < 1, \) and \( |f_k| \leq 1. \)

We shall, first of all, construct a formal solution of the system (1.3.1) with the initial condition \( x_k(0) = 0. \) Since we seek regular analytic solutions \( x_k = x_k(t) \) with \( x_k(0) = 0, \) we shall consider the formal power-series

\[
x_k = x_k(t) = \sum_{n=1}^{\infty} a_{k,n} t^n,
\]

(1.3.4)

where the coefficients \( a_{k,n} \) are complex numbers, to be determined. We introduce the following notation in order to simplify the writing. If \( \varphi = \sum_{l=0}^{\infty} c_l t^l \) is a formal power-series in one variable with complex coefficients, for each integer \( n \geq 0 \) we shall denote the partial sum \( \sum_{l=0}^{n} c_l t^l \) by \( \varphi_n, \) and the coefficient of \( t^n \) by \( (\varphi)_n. \) It is clear that \( (\varphi_n)_n = (\varphi)_n. \) Further, if \( \psi \) is another formal power series, then we have \( (\varphi \pm \psi)_n = \varphi_n \pm \psi_n \) and \( (\varphi \psi)_n = (\varphi_n \psi_n)_n. \) Since each \( f_k \) is a complex regular analytic function of the variables \( (x_1, \ldots, x_m), \) is has a power-series expansion with complex coefficients:

\[
f_k = \sum_{l_1,\ldots,l_m=0}^{\infty} a_{k,l_1\ldots,l_m} x_1^{l_1} \cdots x_m^{l_m}.
\]

(1.3.5)

For the moment we shall not be interested in the convergence of this series. Substituting (1.3.4) for \( x_k(t) \) and \( \sum_{n=0}^{\infty} (n+1)a_{k,n+1} t^n \) for \( x_k(t) \) in the differential equations \( \dot{x}_k = f_k(x_1, \ldots, x_m) \) and comparing the coefficients of \( t^n \) on the two sides, we obtain, using (1.3.5),

\[
(n + 1)a_{k,n+1} = \sum_{l_1,\ldots,l_m=0}^{\infty} a_{k,l_1\ldots,l_m} (x_1^{l_1} \cdots x_m^{l_m})_n.
\]

(1.3.6)

We observe that the power-series for \( x_k(t) \) contains no constant term and consequently, there is no contribution to the term \( t^n \) on the right side in
1. The differential equations of mechanics

If \( l_1 + \ldots + l_m > n \); hence, for each \( n \), the right side of (1.3.6) contains only finitely many terms. Then, with the notation introduced earlier, (1.3.6) becomes

\[
(n + 1)\alpha_{k,n+1} = \sum_{l_1,\ldots,l_m=0}^{\infty} a_{k,l_1,\ldots,l_m} ((x_{1n})^{l_1} \ldots (x_{mn})^{l_m})_n
\]

This is a recurrence formula for determining the coefficients \( \alpha_{k,n}, k = 1, \ldots, m; n = 1, 2, \ldots \). We show now by induction on \( n \) that the \( \alpha_{k,n} \) are polynomials in \( a_{r,l_1,\ldots,l_m} \) with non-negative rational coefficients. In fact, we have \( \alpha_{k,1} = a_{k,0,\ldots,0} \) for \( k = 1, \ldots, m \), so that we can start the induction. Suppose that \( \alpha_{k,1}, \ldots, \alpha_{k,n}, k = 1, \ldots, m \), have already been determined as polynomials in \( a_{r,l_1,\ldots,l_m} \) with non-negative rational coefficients. Since each \( x_{k,n} = \sum_{q=1}^{\infty} \alpha_{k,q} r^q \), and \( l_1, \ldots, l_m \) are non-negative integers, it follows that \( ((x_{1n})^{l_1} \ldots (x_{mn})^{l_m})_n \) is a polynomial in \( a_{r,l_1,\ldots,l_m} \) and hence, by (1.3.7), so is \( \alpha_{k,n+1} \). Thus the coefficients \( \alpha_{k,n} \) in the formal power-series expansion (1.3.4) for \( x_k \) are determined.

Next we shall prove the convergence of the formal power-series (1.3.4) for \( x_k = x_k(t) \). For this we make use of the method of majorants and this idea is due to Cauchy. Suppose that

\[
f = \sum_{l_1,\ldots,l_m=0}^{\infty} a_{l_1,\ldots,l_m} x_1^{l_1} \ldots x_m^{l_m}, \quad g = \sum_{l_1,\ldots,l_m=0}^{\infty} b_{l_1,\ldots,l_m} y_1^{l_1} \ldots y_m^{l_m}
\]

are two formal power-series in \( m \) variables with the coefficients \( a_{l_1,\ldots,l_m} \) complex and \( b_{l_1,\ldots,l_m} \) non-negative real numbers. We shall say that \( f \) is majorized by \( g \) (or \( g \) is a majorant of \( f \)) if

\[
|a_{l_1,\ldots,l_m}| \leq b_{l_1,\ldots,l_m}, \quad l_1, \ldots, l_m = 0, 1, \ldots
\]

and we denote this by \( f < g \) or \( g > f \). If \( f_k \) and \( g_k \) are formal power-series with \( f_k < g_k \), then the system of differential equations

\[
\dot{y}_k = g_k(y_1, \ldots, y_m), \quad k = 1, \ldots, m,
\]

where \( g_k = \sum_{l_1,\ldots,l_m=0}^{\infty} b_{l_1,\ldots,l_m} y_1^{l_1} \ldots y_m^{l_m} \), is called a majorant system. This system of differential equations with the initial condition \( y_k(0) = 0 \),
3. Cauchy’s theorem on the existence of solutions...

\[ k = 1, \ldots, m, \] can be solved as above and one obtains a formal solution \( y_k(t) \) in a formal power-series in one variable \( t \):

\[ y_k(t) = \sum_{n=1}^{\infty} \beta_{k,n} t^n, \quad k = 1, \ldots, m. \]

Once again the coefficients \( \beta_{k,n} \) are determined by means of the recurrence formula

\[ (n + 1)\beta_{k,n+1} = \sum_{l_1=0}^{\infty} b_{k,l_1,\ldots,l_m} (y_{1n})^{l_1} \cdots (y_{mn})^{l_m} n. \quad (1.3.8) \]

As before one can show by induction that the \( \beta_{k,n} \) are polynomials in \( b_{r,l_1,\ldots,l_m} \) with non-negative rational coefficients. Since \( b_{r,l_1,\ldots,l_m} \) are themselves non-negative, we see that the \( \beta_{k,n} \) are non-negative.

Now we shall show that if \( y_k = y_k(t) \) is a solution of a majorant system

\[ \dot{y}_k = g_k(y_1, \ldots, y_m), \quad k = 1, \ldots, m, \quad (1.3.9) \]

of the system (1.3.1), with initial conditions \( y_k(0) = 0 \), then \( x_k < y_k \), \( k = 1, \ldots, m \), as power-series in the variable \( t \). In other words, we show that

\[ |\alpha_{k,n}| \leq \beta_{k,n}, \quad k = 1, \ldots, m; \quad n = 1, 2, \ldots \quad (1.3.10) \]

This is done by induction on \( n \). Since for \( n = 1 \) we have

\[ |\alpha_{k,1}| = |a_{k,0,0}| \leq b_{k,0,0} = \beta_{k,1}, \]

we can start the induction. Suppose that (1.3.10) has been proved for \( n = 1, \ldots, q \); then by the recurrence formulas (1.3.7) and (1.3.8) we have

\[ (q + 1)|\alpha_{k,q+1}| = |\sum_{l_1,\ldots,l_m=0}^{\infty} a_{k,l_1,\ldots,l_m} ((x_{1q})^{l_1} \cdots (x_{mq})^{l_m}) q| \]

\[ \leq \sum_{l_1,\ldots,l_m=0}^{\infty} |a_{k,l_1,\ldots,l_m}| |((x_{1q})^{l_1} \cdots (x_{mq})^{l_m}) q| \]
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\[
\leq \sum_{l_1, \ldots, l_m=0}^{\infty} b_{k, l_1, \ldots, l_m} ((y_1)^{l_1} \cdots (y_m)^{l_m})_q \\
= (q + 1)\beta_{k, q+1}.
\]

This proves the assertion that \( x_k < y_k, k = 1, \ldots, m \).

Thus, in order to prove that the \( x_k(t) \) are regular analytic functions of the variable \( t \), it is enough to determine a suitable majorant system of differential equations (1.3.9) and solve it for \( y_k(t) \), with initial condition \( y_k(0) = 0 \), as a power-series convergent in some region. This is done in the following way. If \( f_k \) are regular analytic functions of the complex variables \( x_1, \ldots, x_m \) in a complex region \( |x_k| < r_k, k = 1, \ldots, m \), then by Cauchy’s integral formula we have

\[
a_{k, l_1, \ldots, l_m} = \frac{1}{(2\pi i)^m} \int_{C_1} \cdots \int_{C_m} \frac{f_k(x_1, \ldots, x_m)}{x_1^{l_1+1} \cdots x_m^{l_m+1}} dx_1 \cdots dx_m,
\]

where \( C_k \) denotes the circle \( |x_k| = \rho_k < r_k, k = 1, \ldots, m \). If \( |f_k(x_1, \ldots, x_m)| \leq M \), then it follows that

\[
|a_{k, l_1, \ldots, l_m}| \leq \frac{M}{\rho_1^{l_1} \cdots \rho_m^{l_m}}, l_1, \ldots, l_m = 0, 1, 2, \ldots
\]

Since in our case \( M = 1 \) and \( r = 1 \), we have \( |a_{k, l_1, \ldots, l_m}| \leq 1 \) for all \( l_1, \ldots, l_m = 0, 1, 2, \ldots \). Hence we choose \( b_{k, l_1, \ldots, l_m} = 1 \) for \( k = 1, \ldots, m \) and all \( l_1, \ldots, l_m = 0, 1, 2, \ldots \). Thus for each \( g_k, k = 1, \ldots, m \), we take the power-series

\[
\sum_{l_1, \ldots, l_m=0}^{\infty} y_1^{l_1} \cdots y_m^{l_m},
\]

which is the product of \( m \) geometric series with sum

\[
\frac{1}{(1 - y_1) \cdots (1 - y_m)}.
\]

This is independent of \( k \) and hence a majorant system for (1.3.1) is given by

\[
\dot{y}_k = \frac{1}{(1 - y_1) \cdots (1 - y_m)}, \ k = 1, \ldots, m,
\]
with the initial condition \( y_k(0) = 0 \). A solution of this system is given by the solution \( y_1 = \ldots = y_m = y = y(t) \) of the single differential equation

\[
\dot{y}(t) = 1/(1 - y)^m,
\]

with the initial condition \( y(0) = 0 \); integrating this we get

\[
y(t) = 1 - (1 - (m + 1)t)\frac{1}{m+1}.
\]

Expanding the right side as a binomial series we get

\[
y(t) = \sum_{n=1}^{\infty} \left( \frac{1}{m+1} \right) (-1)^{n-1} (m + 1)t^n.
\]

The coefficients in this expansion are all positive and the power-series converges for \( |t| < 1/(m + 1) \). Since \( y_k > x_k \), this proves that the power-series (1.3.4) for \( x_k(t) \) converges for \( |t| < 1/(m + 1) \), so that the \( x_k(t) \) are regular analytic functions in this region of the complex \( t \)-plane.

It now remains only to show that \( |x_k(t)| < 1 \) in the region \( |t| < 1/(m + 1) \). This is an immediate consequence of the fact that for \( |t| < 1/(m + 1) \), we have

\[
|x_k(t)| \leq y(|t|) = 1 - (1 - (m + 1)|t|)\frac{1}{m+1} < 1.
\]

This completes the proof of the theorem.

We have so far assumed that the \( f_k \) do not contain the variable \( t \) explicitly. However, the case in which the \( f_k \) are regular analytic functions of the \( m + 1 \) complex variables \((x_1, \ldots, x_m, t)\) in the neighbourhood \( |x_k - \xi_k| < r, |t - \tau| < r \) of the point \((\xi_1, \ldots, \xi_m, t)\) can be covered as follows. We take \( x_{m+1} = t \) and consider the system of \( m + 1 \) differential equations

\[
\dot{x}_k = f_k(x_1, \ldots, x_m, x_{m+1}), \ k = 1, \ldots, m,
\]

\[
\dot{x}_{m+1} = 1,
\]

with initial conditions \( x_k(\tau) = \xi_k, k = 1, \ldots, m, \) and \( x_{m+1}(\tau) = \tau \). Thus we obtain Cauchy’s theorem in this more general case also.
For our applications to Celestial Mechanics we need consider only a real variable \( t \). Let us suppose that \( \tau, \xi_1, \ldots, \xi_m \) are \( m + 1 \) real numbers and that the \( f_k \) are real:

\[
f_k = \sum_{l_1, \ldots, l_m = 0}^{\infty} a_{k,l_1 \ldots l_m} x_1^{l_1} \cdots x_m^{l_m},
\]

with the coefficients \( a_{k,l_1 \ldots l_m} \) real; then by the recurrence formula (1.3.7), the coefficients \( a_{k,n} \) in the power-series expansion \( x_k(t) = \sum_{n=0}^{\infty} a_{k,n}(t-\tau)^n \) of the solution of the system of equations (1.3.1) with initial condition \( x_k(\tau) = \xi_k \), being polynomials in \( a_{r,l_1 \ldots l_m} \) with non-negative coefficients, are themselves real.

Consider the half-open interval \( t_1 \leq t < t_2 \) and suppose that \( x_k = x_k(t) \) are real-valued regular analytic functions of the variable \( t \) in this interval. We have therefore a regular analytic curve in \( m \)-dimensional Euclidean space. Assume that \( f_k = f_k(x_1, \ldots, x_m) \) are regular analytic functions in a bounded closed point set \( D \) of \( m \)-dimensional Euclidean space containing this curve \( x(t), t_1 \leq t < t_2 \) and suppose that the functions \( x_k = x_k(t) \) satisfy the differential equations \( \dot{x}_k = f_k(x_1, \ldots, x_m) \) in the interval \( t_1 \leq t < t_2 \). Then we claim that the solutions \( x_k(t) \) of the system (1.3.1) which are regular analytic in the interval \( t_1 \leq t < t_2 \) can be continued analytically as analytic functions regular also at \( t = t_2 \). This can be proved in the following way.

For every point \((\xi_1, \ldots, \xi_m)\) of \( D \) there exists a complex neighbourhood \( |x_k - \xi_k| < r_k, k = 1, \ldots, m \), in which \( f_k \) is a regular analytic function of the \( m \) complex variables \((x_1, \ldots, x_m)\). As \((\xi_1, \ldots, \xi_m)\) runs through the point set \( D \) such neighbourhoods cover \( D \). The union of all these neighbourhoods is an open point set \( F \). Then by the idea of the proof of the Heine-Borel theorem we can choose a sufficiently small positive number \( r \) such that a finite union \( G \) of the neighbourhoods \( |x_k - \xi_k| \leq r, k = 1, \ldots, m \) contains \( D \) and is contained in \( F \). Since \( G \) is closed and bounded and the \( m \) functions \( f_k \) are regular analytic everywhere on \( G \), it follows that each \( f_k \) is bounded on \( G \). Therefore we can assume that \( |f_k| \leq C \) in the region \( |x_k - \xi_k| \leq r, k = 1, \ldots, m \), where \( C \) is a positive constant independent of the point \( \xi \) in \( D \).
Now take any real number $\tau$ in the interval $t_1 \leq t < t_2$. Then by Cauchy’s existence theorem there exists a regular analytic solution $x_k(t) = (x_k^1(t), \ldots, x_k^m(t))$ in the complex region $|t - \tau| < r/(m + 1)C$, taking the initial values $x_k^i(\tau) = \xi_k$. If we now take $\tau$ in $t_1 \leq t < t_2$ such that $|t_2 - \tau| < r/(m + 1)C$ and $\xi_k = x_k^i(\tau)$, then it follows that the solution $x_k^i(t)$ is regular analytic at $t = t_2$, $k = 1, \ldots, m$. Since $x_k(t)$ and $x_k^i(t)$ are regular analytic functions of the variable $t$ in the (connected) region $|t - \tau| < r/(m + 1)C$, $\tau \leq t < t_2$, and $x_k(\tau) = \xi_k = x_k^i(\tau)$, we conclude that $x_k(t) = x_k^i(t)$ for all $t$ in this region. This shows that $x_k(t)$ can be continued analytically on the real interval $\tau \leq t \leq t_2$ so as to be regular at $t = t_2$.

In the following we shall be interested in applying the Cauchy existence theorem to a Hamiltonian system of differential equations. We observe that in this case the functions $f_k$ in the system $\dot{x}_k = f_k(x_1, \ldots, x_m)$, $k = 1, \ldots, m$, are obtained starting from a single function $E = E(x, y, t)$ which is twice continuously differentiable in all its variables $(x, y, t)$. (We have used the obvious notation $m = 2n$ and $x_1, \ldots, x_m$ stand for the $2n$ independent variables $x, y$). In fact, the functions $f_k$ are the derivatives $E_x$ and $-E_y$, and so in order to apply the Cauchy existence theorem we need estimates for $-E_x$ and $E_y$. If the function $E$ is a regular analytic function of its variables $(x, y, t)$ in some complex region and is bounded by a constant $M$ there, then one can obtain a bounded $C$ for $E_x$ and $E_y$ in terms of $M$ by using the Cauchy integral formula. Since the domain of existence of the solution depends on this constant $C$, it follows that this domain can be determined in terms of $M$ itself in our case.

In order to make this more precise we begin with the following remark. Let $f(x)$ be a regular analytic function of a complex variable in the disc $|x| < r$ and let $|f(x)| \leq C$ in $|x| < r$. If $\xi$ is any point in the disc, then by the Cauchy integral formula we have

$$f'(\xi) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(x)}{(x - \xi)^2} dx,$$

where $\Gamma$ is a simple closed curve around $\xi$ and contained in the disc $|x| < r$. We however assume now that $f$ is regular analytic in a larger disc $|x| < 2r$ and restrict ourselves to points $\xi$ in the closed disc $|\xi| \leq r$. 

3. Cauchy’s theorem on the existence of solutions...
We take for the curve $\Gamma$ the circle $|x - \xi| = \rho$ where $0 < \rho < r$. Then we get, from the formula above, the estimate $|f'(\xi)| \leq C/r$.

Now we take $m = 2n$ and the $2n$ variables $(x, y) = (x_1, \ldots, x_n, y_1, \ldots, y_n)$. Let $\xi_k, \eta_k, k = 1, \ldots, n$, be $2n$ given complex constants. Suppose that $E = E(x, y)$ is a regular analytic function of the $2n$ complex variables $(x, y)$ in the region $|x_k - \xi_k| < 2r, |y_k - \eta_k| < 2r, k = 1, \ldots, n$, and is independent of the variable $t$. Then, by the remarks made above, considering $E$ as a function of the variables $x_k$ and $y_k$ in turn, it follows immediately that for all points $(x, y)$ in the region $|x_k - \xi_k| \leq r, |y_k - \eta_k| \leq r, k = 1, \ldots, n$, we have the estimates $|E_y(x, y)| \leq C/r, \quad |E_x(x, y)| \leq C/r$. Consequently, by the existence theorem we see that if $\tau$ is a given complex number, then there exists a regular analytic solution $x_k = x_k(t), y_k = y_k(t)$ of the Hamiltonian system of equations $\dot{x}_k = E_{y_k}, \dot{y}_k = -E_{x_k}, k = 1, \ldots, n$, in the complex neighbourhood $|t - \tau| < r^2/(m + 1)C$ and that the initial conditions $x_k(\tau) = \xi_k, y_k(\tau) = \eta_k$ are satisfied and $|x_k(t) - \xi_k| < r, |y_k(t) - \eta_k| < r, k = 1, \ldots, n$.

We remark that the case in which $E$ is a regular analytic function of all the $2n + 1$ variables $(x, y, t)$ can be considered exactly in the same way by taking $t$ to be the $(2n + 1)^{th}$ variable $z$ and the system of $2n + 1$ differential equations

$$\dot{x}_k = E_{y_k}, \dot{y}_k = -E_{x_k}, k = 1, \ldots, n, \dot{z} = 1,$$

with the initial conditions $x_k(\tau) = \xi_k, y_k(\tau) = \eta_k$ and $z(\tau) = \tau$. The remark on the continuation of the solution to the right-hand end-point of a real $t$-interval we made earlier is valid in this case also.
Chapter 2

The three-body problem: simple collisions

1 The $n$-body problem

We shall introduce the problem of $n$ bodies in three-dimensional Euclidean space and study its singularities in the case $n = 3$.

Let $n$ be an integer $\geq 2$. (The case $n = 1$ will be seen to be trivial). Suppose that $P_1, \ldots, P_n$ are $n$ point-masses in three-dimensional Euclidean space, with the rectangular cartesian coordinates of $P_k$ denoted by $(x_k, y_k, z_k), k = 1, \ldots, n$. For simplicity we write $q_k$ for any one of the three coordinates $x_k, y_k, z_k, k = 1, \ldots, n$, and $q$ for any one of the $3n$ coordinates $q_k$. The distance $r_{kl}$ between the points $P_k$ and $P_l$ is given by

$$r_{kl}^2 = (x_k - x_l)^2 + (y_k - y_l)^2 + (z_k - z_l)^2.$$  \hspace{1cm} (2.1.1)

We shall suppose that $P_k$ has a mass $m_k > 0, k = 1, \ldots, n$, and that $r_{kl} > 0, k \neq l$. Suppose that the $n$ point-masses attract each other according to Newton’s law of gravitation. Then we can write down the equations of motion of the system of $n$ point-masses. For this we set

$$U = \sum_{1 \leq k < l \leq n} \frac{m_k m_l}{r_{kl}}.$$  \hspace{1cm} (2.1.2)
with defines the Newtonian gravitational potential of the system of \( n \) point-masses \( P_k \). The sum on the right in (2.1.2) contains \( n(n - 1)/2 \) terms. We have assumed that the gravitation constant is 1 and this can always be done by choosing the unit of mass properly. Then the differential equations of motion of the system of \( n \) point-masses have the form

\[
m_k \ddot{q}_k = U_{q_k}, \quad k = 1, \ldots, n,
\]

where \( q_k \) are considered as functions of the real (time) variable \( t \) and \( \ddot{q}_k \) denotes the second derivative \( \frac{d^2}{dt^2} q_k(t) \), while \( U_{q_k} \) denotes the partial derivative \( \frac{\partial}{\partial q_k} U(x_1, \ldots, z_n) \). This is a system of \( 3n \) ordinary differential equations of the second order in the \( 3n \) unknown functions \( q = q(t) \) of the variable \( t \); we can write them symbolically in the form

\[
m \ddot{q} = U_q,
\]

where \( m \) denotes the mass associated with \( q \). We can also write this as a system of \( 6n \) ordinary differential equations of the first order by introducing the velocity components \( v_k = \dot{q}_k = \frac{d}{dt} q_k(t) \):

\[
\dot{q} = v, \quad m \dot{v} = U_q.
\]

These are \( 6n \) ordinary differential equations in \( 6n \) unknown functions \( q_k(t), v_k(t) \) of the variable \( t \). We shall start from the initial time \( t = \tau \), a real number, and we prescribe the initial values \( q_k(\tau) \equiv q_{k\tau} \) for \( q(t) \) at \( t = \tau \) in such a way that \( \rho_{kl} > 0 \); the initial velocities \( v_k(\tau) \equiv v_{k\tau} \) may be \( 3n \) arbitrary real numbers.

Since \( \rho_{kl} > 0 \) and the distance functions \( r_{kl} \) are continuous functions of the \( 3n \) coordinates \( q \), \( r_{kl} \neq 0 \) in a complex neighbourhood of the point \( q = q_{\tau} \) and hence \( U \) is a regular analytic function of the \( 3n \) variables \( q_k \) in this neighbourhood. Consequently, \( U_{q_k} \) are also regular analytic functions of the \( q_k \) and \( m_k > 0 \), so that we can apply Cauchy’s existence theorem to the system of equations (2.1.5), provided that the boundedness assumptions are verified; it would then follow that there is a regular analytic solution \( q = q(t), v = v(t) \) of the system in a neighbourhood of
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the point $t = \tau$, taking the initial values $q(\tau) = q_\tau$ and $v(\tau) = v_\tau$. The problem is to study the behaviour of the solutions for increasing time $t \geq \tau$. (We could also consider the past and study the solutions for decreasing time $t \leq \tau$, but this would not make any difference, since the differential equations (2.1.3) remain invariant when $t$ is replaced by $-t$). We shall study, in particular, the possible singularities of the solutions.

Starting from the differential equations we first obtain some ‘integrals’. From (2.1.2) we have, on differentiation,

$$U_{q_k} = \sum_{l \neq k} \frac{m_k m_l (q_l - q_k)}{r_{kl}^3},$$

which, on summation over $k$ from 1 to $n$, gives $\sum_{k=1}^n U_{q_k} = 0$. The system of equations (2.1.3) can then be written as

$$\sum_{k=1}^n m_k \ddot{q}_k = \sum_{k=1}^n m_k \dot{v}_k = 0, \quad v_k = \dot{q}_k, \quad k = 1, \ldots, n.$$

Integration with respect to $t$, with $q_k = x_k$, then yields

$$\sum_{k=1}^n m_k \dot{x}_k = \sum_{k=1}^n m_k \dot{v}_k = \alpha, \quad (2.1.6)$$

where $\alpha$ is a constant of integration; and similarly,

$$\sum_{k=1}^n m_k \dot{y}_k = \beta, \quad \sum_{k=1}^n m_k \dot{z}_k = \gamma, \quad (2.1.7)$$

with constants of integration $\beta$ and $\gamma$. Integrating both sides of (2.1.6) and (2.1.7) once again with respect to $t$, we obtain, with new constants of integration $\alpha'$, $\beta'$, $\gamma'$,

$$\sum_{k=1}^n m_k x_k = \alpha t + \alpha', \quad \sum_{k=1}^n m_k y_k = \beta t + \beta', \quad \sum_{k=1}^n m_k z_k = \gamma t + \gamma'. \quad (2.1.8)$$
This means that the centre of gravity of the \( n \) point-masses moves in a straight line in three-dimensional Euclidean space with constant velocity. We can eliminate the constants \( \alpha, \beta, \gamma \) between (2.1.6), (2.1.7) and (2.1.8) and obtain

\[
\sum_{k=1}^{n} m_k (x_k - t \dot{x}_k) = \alpha', \quad \sum_{k=1}^{n} m_k (y_k - t \dot{y}_k) = \beta', \\
\sum_{k=1}^{n} m_k (z_k - t \dot{z}_k) = \gamma'.
\]  

Next, if \( p_k \) is a coordinate of the point \( P_k \) different form \( q_k, k = 1, \ldots, n \), then we get from (2.1.2),

\[
p_k U_{q_k} - q_k U_{p_k} = \sum_{l \neq k} \frac{m_k m_l (p_l - q_k) p_k}{r_{kl}^3} - \sum_{l \neq k} \frac{m_k m_l (p_l - p_k) q_k}{r_{kl}^3} \\
= \sum_{l \neq k} \frac{m_k m_l}{r_{kl}^3} (q_l p_k - p_l q_k),
\]

and this gives, on summation over \( k \) from 1 to \( n \),

\[
\sum_{k=1}^{n} (p_k U_{q_k} - q_k U_{p_k}) = 0.
\]

In this taking the coordinate \( x_k \) for \( p_k \) and \( y_k \) for \( q_k \), we get, on using the equation (2.1.3),

\[
\sum_{k=1}^{n} m_k (x_k \dot{y}_k - y_k \dot{x}_k) = 0.
\]

Integration with respect to \( t \) yields, with a constant of integration \( \lambda \),

\[
\sum_{k=1}^{n} m_k (x_k \dot{y}_k - y_k \dot{x}_k) = \lambda.
\]  

Similarly, taking \((y_k, z_k)\) and \((z_k, x_k)\) in turn for \((p_k, q_k)\), we obtain

\[
\sum_{k=1}^{n} m_k (y_k \dot{z}_k - z_k \dot{y}_k) = \mu, \quad \sum_{k=1}^{n} m_k (z_k \dot{x}_k - x_k \dot{z}_k) = \nu.
\]
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where \( \mu \) and \( \nu \) are constants of integration. These integrals are called the ‘integrals of angular momentum’. Finally we obtain the ‘energy integral’: multiplying the system of equations (2.1.5) by \( v_k = \dot{q}_k \) and adding up, we have

\[
\sum_{k=1}^{n} (m_k v_k \ddot{q}_k - U_{q_k} v_k) = 0,
\]

i.e.

\[
\sum_{k=1}^{n} (m_k v_k \dot{q}_k - U_{q_k} \dot{q}_k) = 0.
\]

This gives, on integration with respect to \( t \),

\[
\frac{1}{2} \sum_{k=1}^{n} m_k v_k^2 - U = h,
\]

(2.1.12)

\( h \) being a constant of integration. We define the ‘kinetic energy’ \( T \) of the system of \( n \) point-masses \( P_k \) by \( T = \frac{1}{2} \sum_{k=1}^{n} m_k v_k^2 \), \(-U\) is the ‘potential energy’ of the system and we have the total energy \( = T - U = h \), a constant. Thus we have obtained 10 integrals and 10 constants of integration given by (2.1.6), (2.1.7), (2.1.8), (2.1.10), (2.1.11) and (2.1.12), starting from the equations of motion (2.1.5) of the system. We can then eliminate 10 of the coordinates \( q, v \) by means of these 10 integrals from the equations of motion and thus reduce the system to one of \( 6n - 10 \) ordinary differential equations.

We introduce the following definition. Given a system of \( m \) ordinary differential equations of the first order : \( \dot{x}_k = f_k(x_1, \ldots, x_m, t) \), in \( m \) unknown functions \( x_k = x_k(t) \), a continuously differentiable function \( g = g(x_1, \ldots, x_m, t) \) of \( m + 1 \) independent variables \( (x_1, \ldots, x_m, t) \) is said to be an integral of the system if for every solution \( x_k(t) \) of the system, \( g(x_1(t), \ldots, x_m(t), t) \) is a constant (depending on the solution). This is equivalent to saying that

\[
\frac{d}{dt} g(x_1(t), \ldots, x_m(t), t) = g_{x_1} \dot{x}_1 + \ldots + g_{x_m} \dot{x}_m + g_t = 0
\]
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which means that \( g \) satisfies the partial differential equation of the first order in \( m + 1 \) variables \((x, t)\):

\[
g_{x_1} f_1 + \ldots + g_{x_m} f_m = 0.
\]

If \( g_1, \ldots, g_r \) are integrals of the system of differential equations \( x_k = f_k(x_1, \ldots, x_m, t), \ k = 1, \ldots, m \), then they are said to be independent if their Jacobian matrix

\[
\left( \begin{array}{cc}
\frac{\partial g_k}{\partial x_l} & \frac{\partial g_k}{\partial t} \\
\end{array} \right)
\]

has maximal rank \( r \).

It is easy to verify that the integrals given by (2.1.6) - (2.1.8), (2.1.10) - (2.1.12) are independent integrals of the system (2.1.5) in this sense. Moreover, these integrals are algebraic functions of the \( 3n + 1 \) variables \( q_k \) and \( t \). (They are not necessarily rational functions since the coordinates appear as square roots in \( r_{kl} \)). Now there is a theorem of Bruns which states that these are the only independent integrals of the system of differential equations (2.1.5) of the \( n \)-body problem which are algebraic functions of \((q, t)\) and any other algebraic integral can be expressed as an algebraic function of these 10 integrals. The proof of this theorem of Bruns is interesting in itself but very long, and since this does not have much bearing on the problem we shall be interested in, we shall not give it here.

In order to apply the Cauchy existence theorem to the system of equations (2.1.5), it is necessary first of all to determine the constants \( r \) and \( C \) (see Ch. 1, §3). For this we make use of the remarks made at the end of Chapter 1, §5 and use Cauchy’s theorem in the form given there.

We shall suppose that \( \tau \) is a real number and that \( q_\tau, v_\tau \) are the initial values of \( q, v \) at \( v = \tau \) and that \( \rho_{kl} = r_{klr} > 0 \). Denote by \( U_\tau \) the initial value of the potential function \( U \) at \( t = \tau \):

\[
U_\tau = \sum_{1 \leq k < l \leq n} \frac{m_k m_l}{\rho_{kl}}.
\]

Since \( \rho_{kl} > 0 \) there exists a positive constant \( A \) such that \( U_\tau \leq A \). We shall express the constants \( C \) and \( r \) in Cauchy’s existence theorem in
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terms of $A$. Let $m_{\nu} = \min_{1 \leq k \leq n} m_k$ and $\rho = \min_{1 \leq k \leq l \leq n} \rho_{kl}$. Then it follows that $m_{\nu}^2/\rho \leq U_r \leq A$ and hence $m_{\nu}^2/\rho \leq A$, or $\rho \geq m_{\nu}^2/A$. Denoting the initial values of $q_k$ and $v_k$ by $q_{kr}$ and $v_{kr}$ respectively, we consider complex numbers $q$, $v$ arbitrarily near to $q_r$ and $v_r$. More precisely, we choose $q$ and $v$ as follows. For $k \neq 1$, denote $(q_k - q_{kr}) - (q_1 - q_{1r})$ for $q = x, y, z$ by $\varphi, \psi, \chi$ respectively. Then we get $x_k - x_1 = \varphi + (x_{kr} - x_{1r})$, $y_k - y_1 = \psi + (y_{kr} - y_{1r})$ and $z_k - z_1 = \chi + (z_{kr} - z_{1r})$, so that

$$r_{kl}^2 = (x_k - x_1)^2 + (y_k - y_1)^2 + (z_k - z_1)^2$$

$$= \rho_{kl}^2 + (\varphi^2 + \psi^2 + \chi^2) + 2((x_{kr} - x_{1r})\varphi + (y_{kr} - y_{1r})\psi + (z_{kr} - z_{1r})\chi).$$

By the Schwarz inequality the last term on the right is majorized by $2\rho_{kl}|\varphi|^2 + |\psi|^2 + |\chi|^2$ and hence we have

$$|r_{kl}|^2 \geq \rho_{kl}^2 - (|\varphi|^2 + |\psi|^2 + |\chi|^2) - 2\rho_{kl}|\varphi|^2 + |\psi|^2 + |\chi|^2)^{1/2} \quad (2.1.13)$$

Now we assume that $|q_k - q_{kr}| < \rho/14$. Then we see that $|\varphi|, |\psi|, |\chi|$ are each $\rho/7$ and consequently,

$$|\varphi|^2 + |\psi|^2 + |\chi|^2 \leq 3\rho^2/49 < 2/16, |\varphi|^2 + |\psi|^2 + |\chi|^2 \leq 2r_{kk}$$

Then we get from (2.1.13)

$$|r_{kl}|^2 > \rho_{kl}^2 - \rho^2/16 - 2\rho_{kl} \cdot \rho/4 > \rho_{kl}^2/4, |r_{kl}| > \rho_{kl}/2.$$ 

Thus the denominators in the system of differential equations (2.1.5) do not vanish and hence the right hand sides are regular functions of $q_k$. If we assume that $|q_k - q_{kr}| < m_{\nu}^2/14A \equiv r$, say, then since $\rho \geq m_{\nu}^2/A$, we have $|q_k - q_{kr}| < r \leq \rho/4$ and therefore we still have $|r_{kl}| > \rho_{kl}/2$.

To get an estimate for the derivatives $U_{q_k}$, it is enough to estimate $|q_k - q_{kr}|r_{kk}^{-3}$, $k \neq 1$. For this, since $|\varphi|, |\psi|$ and $|\chi|$ are $\rho/7$ and $|q_{kr} - q_{1r}| \leq \rho_{kl}$, we observe that

$$|q_k - q_{kr}|r_{kk}^{-3} \geq (2/\rho_{kl})^3 \cdot 8/7 \cdot \rho_{kl} = \frac{64}{7}\rho_{kl}^2 \leq \frac{67}{7}A^2/m_{\nu}^4, \quad k \neq 1,$$

and so,

$$\frac{1}{m_k} |U_{q_k}| \leq \sum_{l \neq k} \frac{m_l}{|r_{kl}|^2} |q_l - q_k| < C_1 A^2,$$
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where $C_1$ is a positive constant which depends only on the masses $m_k$, and this estimate holds in the region $|q_k - q_{k\tau}| < m^2_k/14A = r$. We take the complex neighbourhood of the velocity vector $|v_k - v_{k\tau}| < r$; then $|v_k| < r + |v_{k\tau}|$. Since $v_{k\tau} = \dot{q}_{k\tau}$, we have an estimate for the kinetic energy at $t = \tau$: $T_\tau = \frac{1}{2} \sum m v^2_k = U_\tau + h$, given by

$$\frac{1}{2} m v^2_{k\tau} \leq T_\tau = U_\tau + h \leq A + h,$$

and hence

$$|v_{k\tau}| \leq C_2(A + h)^{\frac{1}{2}} \leq C_2 \sqrt{A} + C_3,$$

where $C_2$ and $C_3$ are positive constants depending only on the masses $m_k$ and the energy constant $h$; consequently

$$|v_k| < r + |v_{k\tau}| < C_o/A + C_2 \sqrt{A} + C_3,$$

where $C_o = m^2_o/14$. If we put $C = C_o/A + C_1 A^2 + C_2 \sqrt{U} + C_3$, then we have the estimates

$$|v| \leq C, \quad |U_q| \leq C,$$

in the region $|q - q\tau| < m^2_o/14A$, $|v - v_r| < m^2_o/14A$.

Now applying Cauchy’s theorem in the original form to the system of $6n$ ordinary differential equations of the first order:

$$\dot{q}_k = v_k, \quad \dot{v}_k = \frac{1}{m_k} U_{q_k}, \quad k = 1, \ldots, n,$$

we see that there exists a regular analytic solution $q_k(t), v_k(t) = \dot{q}_k(t)$ in the complex variable $t$ in the region $|t - \tau| < r/(6n + 1)C$, with initial conditions $q_k(\tau) = q_{k\tau}, v_k(\tau) = v_{k\tau}$ and with $|q_k(t) - q_{k\tau}| < r, |v_k(t) - v_{k\tau}| < r$ in this region.

We are interested in the case of a real variable $t$. If $\delta = r/(6n + 1)C$, then $\tau \leq t < \tau + \delta$ is a region of existence and regularity of the solution. In this interval all the point-masses remain distinct and there are no ‘collisions’. For, no $r_{k\ell}$ can be zero; if it were, then $U$ would be infinite and since $U - T$ is constant, $T$ would also be infinite. Then some $\dot{q}$ would be infinite, and this is impossible since $q$ is analytic.
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Now we may start a fresh with another initial point \( \tau_1 \) in the interval \( \tau \leq t < \tau + \delta \) and seek to continue the solution. Then there are two possibilities. Either all the coordinates are regular for all \( t \geq \tau \), which means there are no singularities, or there exists a least number \( t_1 > \tau \) such that all the coordinates are regular for \( t < t_1 \) and at least one coordinate ceases to be regular as \( t \to t_1 \) through an increasing sequence of real values. We should like to investigate the nature of the singularity at \( t = t_1 \).

We shall study in particular the case \( n = 3 \). For \( n = 2 \) the theory already goes back to Kepler and Newton. For \( n > 3 \) the nature of the singularity has still not been discussed completely.

2 Collisions

We have seen in §1 that if \( A \) is an upper bound for the initial value of the potential function \( U(t) \) at \( t = \tau \), \( U_{\tau} \leq A \), and \( h \) is the energy constant, then there is a positive number \( \delta = \delta(A, m, h) \) such that \( q(t) \) and \( v(t) \) are regular analytic functions of \( t \) in the complex neighbourhood \( |t - \tau| < \delta \) of \( \tau \). In particular, all the \( q(t) \) and \( v(t) \) are regular analytic functions for real \( t \) in the interval \( \tau \leq t < t_1 \), and further all the \( r_{kl}(t) > 0 \), \( k \neq l \), in this interval. Starting from a new initial time in the interval \( \tau \leq t < t_1 \) we wish to continue \( q(t) \) analytically along the real axis.

Let us suppose that \( t_1 \) is the least upper bound of all real numbers \( t \geq \tau \) such that all coordinates \( q(t) \) admit analytic continuations as regular analytic functions of \( t \) in the interval \( \tau \leq t < t_1 \), but at least one of the coordinates \( q(t) \) has a singularity at \( t = t_1 \). Then we have the following theorem.

**Theorem 2.2.1.** The potential function \( U(t) \) is finite in the interval \( \tau \leq t < t_1 \) and \( U(t) \to \infty \) as \( t \to t_1 \) through values of \( t \) in \( \tau \leq t < t_1 \).

**Proof.** Since all the coordinates \( q(t) \) are regular analytic functions in \( \tau \leq t < t_1 \), so are the derivatives \( \dot{q}(t) \) and consequently the kinetic energy \( T(t) = \frac{1}{2} \sum m\dot{q}^2 \) is finite for \( \tau \leq t < t_1 \). But the energy constant \( h \) is determined by the initial values : \( h = T_{\tau} - U_{\tau} \), so that \( U(t) = \)
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\(T(t) - h\) is also finite for \(\tau \leq t < t_1\); this proves the first assertion. Next, suppose that \(U(t)\) does not tend to infinity as \(t \to t_1\); then we can find a sufficiently large number \(A\) and an increasing sequence \(\tau_r\) of points in the interval \([\tau, t_1]\) with \(\tau_r \to t_1\) as \(r \to \infty\), such that \(U(\tau_r) \leq A, r = 1, 2, 3, \ldots\). Since \(h\) is determined by the initial values, \(\delta = \delta(A, m, h)\) is independent of \(\tau_r\) and we choose a \(\tau_r\) so near \(t_1\) that \(t_1 - \tau_r < \delta/2\).

Then, by the remark made on the analytic continuation of solutions in Chapter 1, \(\S\) 3, all the coordinates \(q\) are regular analytic functions in the neighbourhood \(|t - \tau_r| < \delta\) and hence, in particular, at \(t = t_1\), which is a contradiction to the assumption that \(t_1\) is a singularity for at least one \(q\). Hence \(U(t) \to -\infty\) as \(t \to t_1\) and this completes the proof of the theorem. \(\square\)

By the definition of the potential function we see that \(U(t) \to \infty\) as \(t \to t_1\) implies that the smallest of the distances \(r_{kl}(t) \to 0\) as \(t \to t_1\) and hence there is a “collision”. In order to analyse the nature of the collision we proceed as follows. First of all, we may assume that the centre of gravity of the point-masses \(P_k\) remains fixed for all \(t\) at the origin. In fact, it has been shown in \(\S\) 1 that the centre of gravity moves in a straight line with constant velocity. Thus the coordinates of the centre of gravity are linear functions of \(t\) and are proportional to

\[
\sum_{k=1}^{n} m_k x_k = \alpha t + \alpha', \quad \sum_{k=1}^{n} m_k y_k = \beta t + \beta', \quad \sum_{k=1}^{n} m_k z_k = \gamma t + \gamma',
\]

where \(\alpha, \alpha', \beta, \beta', \gamma, \gamma'\) are constants. The transformation of coordinates defined by

\[
x_k^* = x_k - \frac{\alpha t + \alpha'}{\sum m_k}, \quad y_k^* = y_k - \frac{\beta t + \beta'}{\sum m_k}, \quad z_k^* = z_k - \frac{\gamma t + \gamma'}{\sum m_k}
\]

takes the centre of gravity at time \(t\) to the origin. Moreover, under this transformation of coordinates the equations of motion continue to be

\[
m\ddot{q} = U_q,
\]

because \(U_q\) depends only on the difference \(q_k - q_l\) of the corresponding coordinates of \(P_k\) and \(P_l\). Thus we may assume that \(\sum_{k=1}^{n} m_k q_k = 0, q_k = x_k, y_k, z_k\).
Let \( \rho_k(t) \) denote the distance of \( P_k \) from the origin (which is the centre of gravity) at time \( t \): 
\[
\rho_k^2(t) = x_k^2 + y_k^2 + z_k^2, \quad k = 1, \ldots, n.
\]
We define the “moment of inertia” of the system of \( n \) point-masses:
\[
\sigma \equiv \sigma(t) = \sum_{k=1}^{n} m_k \rho_k^2 = \sum_q m q^2.
\] (2.2.2)
Then \( \sigma(t) \geq 0 \) and we have, from the equations of motion (2.2.1),
\[
\frac{1}{2} \ddot{\sigma} = \sum_q m q \dot{q},
\]
\[
\frac{1}{2} \ddot{\sigma} = \sum_q m(q^2 + \dot{q} q) = 2T + \sum_q q U_q.
\] (2.2.3)
But \( U \) is by definition a homogeneous function of degree \(-1\) in all the coordinates \( q_k(t) \) and therefore, by Euler’s theorem, it follows that \( \sum_q q U_q = -U \), so that we get
\[
\frac{1}{2} \ddot{\sigma} = 2T - U.
\]
Since the total energy at any time \( t \) is constant, \( T(t) - U(t) = h \), we obtain the “Lagrange formula”:
\[
\frac{1}{2} \ddot{\sigma} = T + h = U + 2h.
\] (2.2.4)
Now if \( t_1 \) is the first singularity of at least one of the coordinates, by Theorem 2.1.1 \( U(t) \to \infty \) as \( t \to t_1 \) through values in \( \tau \leq t < t_1 \) and there is a collision at \( t = t_1 \). Hence \( U + 2h \to \infty \) and then there is a real number \( t_o \) with \( \tau \leq t_o < t_1 \) such that \( U(t) + 2h > 0 \) for all \( t_o \leq t < t_1 \); in other words, \( \dot{\sigma}(t) > 0 \) for \( t_o \leq t < t_1 \). Moreover, \( \sigma \) being regular in \( [\tau, t_1) \), \( \dot{\sigma} \) and \( \ddot{\sigma} \) are regular in the interval \( [t_o, t_1) \). Then \( \dot{\sigma}(t) \) is a monotone increasing function of \( t \) in \( [t_o, t_1) \). Since \( t_1 \) is the first singularity for some coordinate \( q(t) \), there is no collision in the interval \( t_o \leq t < t_1 \) and so at least one distance \( \rho_q(t) > 0 \), i.e. \( \sigma(t) > 0 \) in \( t_o \leq t < t_1 \). There are now two possibilities. Either \( \dot{\sigma}(t) \) is always negative, or it remains
positive in some interval \( t' \leq t < t_1 \) where \( t' \geq t_o \). Without loss of
generality we may take \( t' = t_o \). Hence, either \( \sigma \) is monotone increasing,
or it is monotone decreasing everywhere in the interval \( t_o \leq t < t_1 \) according as \( \dot{\sigma}(t) > 0 \) or \( \dot{\sigma}(t) < 0 \). In the case in which \( \sigma(t) \) is monotone
increasing it follows, in view of the fact that there is no collision in the
interval \( \tau \leq t < t_1 \) and in particular at \( t = t_o \) so that \( \sigma(t_o) > 0 \), that
\( \sigma(t) \geq \sigma(t_o) > 0 \) everywhere in \( t_o \leq t < t_1 \).

On the other hand, if \( \sigma \) is monotone decreasing, then \( \sigma(t) \geq 0 \)
ev-erywhere in \( t_o \leq t < t_1 \). In either case \( \sigma(t) \) admits a limit \( \sigma_1 \) as
\( t \to t_1 \); this limits \( \sigma_1 \) is positive, possibly infinite, if \( \sigma \) is increasing, while it is
finite and non-negative if \( \sigma \) is decreasing. We consider the case \( \sigma_1 = 0 \);
this is the case in which all the \( n \) point-masses collide at time \( t = t_1 \) and
this situation can arise only when \( \sigma \) is decreasing. In this case we have
the following theorem due to Sundman. (The result had already been
stated by Weierstrass but he did not give a proof).

**Theorem 2.2.2** (Sundman). If \( \sigma_1 = 0 \), i.e. if all the \( n \) pointmasses
\( P_k \) collide at the origin at \( t = t_1 \), then all three constants of angular
momenta, \( \lambda, \mu, \nu \) vanish.

**Proof.** We shall use the following simple algebraic identity due to La-
grange. If \( \xi_1, \ldots, \xi_p \) and \( \eta_1, \ldots, \eta_p \) are \( 2p \) real numbers then
\[
\left( \sum_{k=1}^{p} \xi_k^2 \right) \left( \sum_{k=1}^{p} \eta_k^2 \right) = \left( \sum_{k=1}^{p} \xi_k \eta_k \right)^2 + \sum_{1 \leq k < l \leq p} (\xi_k \eta_l - \xi_l \eta_k)^2.
\]
Taking \( \xi_k = q_i \sqrt{m} \) and \( \eta_k = \dot{q}_i \sqrt{m} \) in the sum \( \frac{1}{2} \dot{\sigma} = \sum_q m \dot{q} \), we obtain,
with \( p = 3n \),
\[
\left( \sum_{q} m q^2 \right) \left( \sum_{q} \dot{m} \dot{q}^2 \right) = \dot{\sigma}^2/4 + \sum_{1 \leq k < l \leq p} (\xi_k \eta_l - \xi_l \eta_k)^2,
\]
and so, since \( T = \frac{1}{2} \sum_{q} m \dot{q}^2 \),
\[
2T \sigma = \dot{\sigma}^2/4 + \sum_{1 \leq k < l \leq p} (\xi_k \eta_l - \xi_l \eta_k)^2
\]
2. Collisions

It we take in the second term on the right only those terms in which \( \xi_k, \eta_1 \) correspond to the coordinates \((x_k, y_k), (y_k, z_k), (z_k, x_k)\) of some point in turn, we can write

\[
2T \sigma \geq \dot{\sigma}^2 / 4 + \sum_{k=1}^{n} m_k^2 \left\{ (x_k \dot{y}_k - y_k \dot{x}_k)^2 (y_k \dot{z}_k - z_k \dot{y}_k)^2 + (z_k \dot{x}_k - x_k \dot{z}_k)^2 \right\}.
\]

From the equations (2.1.10) and (2.1.11) defining the constants of angular momentum \( \lambda, \mu, \nu \), we have, by the Schwarz inequality,

\[
\lambda^2 \leq n \sum_{k=1}^{n} m_k^2 (x_k \dot{y}_k - y_k \dot{x}_k)^2, \quad \mu^2 \leq n \sum_{k=1}^{n} m_k^2 (y_k \dot{z}_k - z_k \dot{y}_k)^2, \quad \nu^2 \leq n \sum_{k=1}^{n} m_k^2 (z_k \dot{x}_k - x_k \dot{z}_k)^2.
\]

(Recall that the constants \( \lambda, \mu, \nu \) depend only on the initial values \( q_\tau, v_\tau \) of \( q \) and \( v \) respectively). So, setting \( \eta = (\lambda^2 + \mu^2 + \nu^2)/n \), we obtain

\[
2T \sigma \geq \dot{\sigma}^2 / 4 + \frac{1}{n} (\lambda^2 + \mu^2 + \nu^2) = \dot{\sigma}^2 / 4 + \eta.
\]

Since \( \dot{\sigma}^2 \geq 0 \), \( 2T \sigma \geq \eta \), and substitution in the Lagrange formula (2.2.4): \( 2T = \ddot{\sigma} - 2h \), yields the differential inequality

\[
\sigma (\ddot{\sigma} - 2h) \geq \eta, \quad \text{or} \quad \ddot{\sigma} \geq \frac{\eta}{\sigma} + 2h, \quad \text{in} \quad t_0 \leq t < t_1.
\]

Since \( \sigma_1 = 0 \), \( \sigma \) is monotone decreasing and \( \dot{\sigma} < 0 \), and on multiplying both sides of the preceding inequality by the positive quantity \(-\dot{\sigma}\), we get

\[
-\dot{\sigma} \ddot{\sigma} \geq -(\eta \sigma / \sigma + 2h \dot{\sigma}), \quad \text{in} \quad t_0 \leq t < t_1.
\]

Integrating both sides from \( t_0 \) to \( t \) and denoting the values of and \( \dot{\sigma} \) at \( t = t_0 \) by \( \sigma_o \) and \( \dot{\sigma}_o \) respectively, we have the inequality

\[
\frac{1}{2} (\sigma_o^2 - \dot{\sigma}^2) \geq \log \left( \frac{\sigma_o}{\sigma} \right) + 2h (\sigma_o - \sigma), \quad \text{in} \quad t_0 \leq t < t_1.
\]

Since \( \sigma \geq 0 \) and \( \dot{\sigma} < 0 \), this implies that
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\[ \eta \log \sigma_0/\sigma \leq \frac{1}{2}\sigma_0^2 + 2|h|\sigma_0. \]

Hence

\[ \sigma \geq \sigma_0 \exp \left( -\frac{\frac{1}{2}\sigma_0^2 + 2|h|\sigma_0}{\eta} \right). \] (2.2.5)

This gives a positive lower bound for \( \sigma \) if \( \eta \) is positive and hence \( \sigma_1 > 0 \) if \( \eta > 0 \). Then if \( \sigma_1 = 0 \) we necessarily have \( \eta = 0 \), that is \( \lambda = \mu = \nu = 0 \). This completes the proof. \( \square \)

If \( \sigma_1 = 0 \), \( \sum_q m_q^2 = 0 \) at \( t = t_1 \). In this case all the points (with limiting coordinates \( q(t_1) \) at \( t = t_1 \)) collide at the centre of gravity which is the origin. As a consequence we have the following

**Corollary.** If not all of \( \lambda, \mu, \nu \) are zero, then there cannot be a collision of all the \( n \) masses \( P_k \).

We make a further remark. Let us denote by \( R = R(t) \) the maximum of the distance functions \( r_{kl}(t) \) at time \( t \): \( R = \max_{k \neq l} r_{kl} \). If \( \lambda^2 + \mu^2 + \nu^2 > 0 \), then \( R(t) \) is bounded below by a positive constant in \( t \leq t < t_1 \). In fact, since the centre of gravity remains fixed at the origin for all \( t \), \( \sum_{k=1}^n m_k q_k = 0 \) and so \( \sum_{k=1}^n m_k(q_l - q_k) = M q_l \), where \( M \) is the total mass \( \sum_{k=1}^n m_k \). By the Schwarz inequality applied to this relation \( M q_l = \sum_{k=1}^n \sqrt{m_k} \cdot \sqrt{m_k(q_l - q_k)} \), we have

\[ M q_l^2 \leq \sum_{k=1}^n m_k(q_l - q_k)^2. \]

Multiplying both sides by \( m_l \) and summing over all \( l \), we get

\[ M \sigma \leq \sum_{k,l=1}^n m_k m_l(q_1 - q_k)^2 \leq M^2 R^2, \]

so that \( R^2 \geq \sigma/M \), and this proves the assertion.
3 Simple collisions in the case \( n = 3 \)

From now one we shall consider the case of only three point-masses \( P_1, P_2, P_3(n = 3) \). In this case we shall prove the following theorem which corresponds to the situation in which \( \sigma_1 > 0 \). Let \( r(t) = \min(r_{12}(t), r_{23}(t), r_{31}(t)) \).

**Theorem 2.3.1.** If \( \sigma_1 > 0 \), then exactly one of the three distance functions \( r_{12}(t), r_{23}(t), r_{31}(t) \), tends to zero as \( t \to t_1 \) and the other two remain above a positive lower bound.

**Proof.** Since \( \sigma_1 > 0 \) and \( R(t) = \max(r_{12}(t), r_{23}(t), r_{31}(t)) \) is bounded below by \( (\sigma/M)^2 \) as \( t \to t_1 \), there is a positive number \( \epsilon \) such that \( R(t) > \epsilon > 0 \) as \( t \to t_1 \). Since by assumption there is a collision, we can find a number \( t_0 \) such that \( r(t) \leq \epsilon/2 \) for \( t_0 \leq t < t_1 \); this is possible since \( r(t) \) is a continuous function of \( t \) in \( \tau \leq t < t_1 \). Furthermore, let \( R(t) > \epsilon \) in \( t_0 \leq t < t_1 \). Suppose for the moment that \( r(t) = r_{13}(t)(\leq \epsilon/2) \) for some \( t \). Then necessarily \( r_{12} > \epsilon/2 \) and \( r_{23} > \epsilon/2 \). For, otherwise, if one of these, say \( r_{23} \), is not greater than \( \epsilon/2 \), then we have by the triangle equality \( R(t) = r_{12}(t) \leq r_{23} + r_{13} \leq \epsilon \), which contradicts the fact that \( R(t) > \epsilon \) for \( t_0 \leq t < t_1 \). It follows from the continuity of the three distances that \( r(t) = r_{13}(t) \) for \( t_0 \leq t < t_1 \), and this proves the assertion.

If all the point masses collide, we say there is a **general collision** and if only two of them collide we say there is a **simple collision**.

Suppose that there is a simple collision at \( t = t_1 \), the masses \( P_1 \) and \( P_3 \) colliding. Then we shall prove that the collision takes place at a definite point.

**Theorem 2.3.2.** If \( \sigma_1 > 0 \), the coordinate functions \( q_k \) of \( P_k, k = 1, 2, 3 \), tend to finite limits as \( t \to t_1 \). Moreover, the velocity components \( \dot{q}_2 \) of \( P_2 \) tend to finite limits as \( t \to t_1 \).

**Proof.** Consider \( P_2 \). From the equations of motion \( m_2\dot{q}_2 = U_{q_2} \) we get

\[
\dot{q}_2 = \frac{m_1(q_1 - q_2)}{r_{12}^3} + \frac{m_3(q_3 - q_2)}{r_{23}^3}.
\]
Thus which is the assertion. This completes the proof of the theorem.

where \( q_2 = x_2, y_2, z_2 \) in turn. Since \(|q_1 - q_2| \leq r_{12}\) and \(|q_3 - q_2| \leq r_{23}\), we get from this \( |\dot{q}_2| \leq m_1 r_{12}^{-2} + m_3 r_{23}^{-2}\). By Theorem 2.3.1 \( r_{12}(t) \) and \( r_{23}(t) \) are bounded below by a positive number for \( t \leq t < t_1 \) : \( r_{12}(t) > \rho, \)
\( r_{23}(t) > \rho, \tau \leq t < t_1 \) where \( \rho \) is a positive number, sufficiently small. Thus \( \dot{q}_2 \) is a bounded (bounded, for instance, by \( M \rho^{-2} \)) regular analytic function of \( t \) in \( \tau \leq t < t_1 \). Integrating from \( \tau \) to \( t < t_1 \) we get

\[
\dot{q}_2(t) - \dot{q}_2(\tau) = \int_{\tau}^{t} \dot{q}_2(t) \, dt,
\]

and hence \( \dot{q}_2(t) \) is also a bounded regular analytic functions of \( t \) in \( t_0 \leq t < t_1 \). Since \( \int_{\tau}^{t} \dot{q}_2(t) \, dt \) converges, it follows that \( \dot{q}_2(t) \) tends to a finite limit as \( t \to t_1 \). Integrating once more, since \( \int_{\tau}^{t_1} \dot{q}_2(t) \, dt \) converges, we see that \( q_2(t) \) also tends to a finite limits as \( t \to t_1 \).

We next show that \( P_1 \) and \( P_3 \) collide at a definite point, i.e. \( q_1(t) \) tend to the same finite limit as \( t \to t_1 \). We observe that since the centre of gravity remains fixed at the origin, \( m_1 q_1 + m_2 q_2 + m_3 q_3 = 0 \) and this may be rewritten as \((m_1 + m_3)q_1 + m_2 q_2 + m_2(q_3 - q_1) = 0 \). But \( m_2 q_2 \) tends to a finite limit as \( t \to t_1 \) and since \( P_1 \) and \( P_3 \) collide at \( t = t_1 \), \( q_3 - q_1 \) tends to zero, so that \( q_1(t) \) tends to a limit, denoted \( q_1(t_1) \):

\[
q_1(t_1) = -\frac{m_2}{m_1 + m_3} q_2(t_1) = q_3(t_1),
\]

which is the assertion. This completes the proof of the theorem. \( \square \)

In the case \( \sigma_1 > 0 \) when there is a simple collision between the masses \( P_1 \) and \( P_3 \) at time \( t_1 \), \( n(t) = r_{13}(t) \to 0 \) as \( t \to t_1 \) while \( R(t) = \max(r_{12}(t), r_{23}(t), r_{31}(t)) \) is bounded away from zero so that \( P_2 \) stays away from the colliding masses. We know that all the coordinates \( q_k(t), k = 1, 2, 3, \) tend to finite limits, as also the velocity components \( \dot{q}_3(t) \) of \( P_2 \). We shall now examine the behaviour of the velocity components of the colliding masses \( P_1 \) and \( P_3 \) near the singularity \( t = t_1 \). We observe, first of all, that the velocities of \( P_1 \) and \( P_3 \) become infinite as \( t \to t_1 \). For, let \( V_k \) denote the norm of the velocity of \( P_k, k = 1, 2, 3, \)
By Theorem 2.2.1, $U(t) \to \infty$ as $t \to t_1$ and since $T - U = h$, $(m_1 V_1^2 + m_2 V_2^2 + m_3 V_3^2) = 2T = 2(U + h)$ also tends to infinity as $t \to t_1$. But by Theorem 2.3.2, $V_2$ has a finite limit as $t \to t_1$ and so $V_2$ is bounded in every neighbourhood of $t = t_1$. It follows that $m_1 V_1^2 + m_3 V_3^2 \to \infty$ as $t \to t_1$. We obtain the following more precise estimates for $V_1$ and $V_3$.

**Theorem 2.3.3.** If $\sigma_1 > 0$, then as $t \to t_1$,

\[
\frac{r(t)V_1(t)^2}{m_1 + m_3} \to \frac{m_2}{m_1 + m + 3}, \quad \frac{r(t)V_3(t)^2}{m_1 + m_3} \to \frac{2m^2}{m_1 + m + 3}.
\]

**Proof.** Since $r_{13} = r(t) \to 0$ and $r_{12}(t)$ and $r_{23}(t)$ are bounded away from zero as $t \to t_1$, we have, from the definition of $U$,

\[
r(t)U(t) = r(t) \left( \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} \right) + m_1 m_3 \to m_1 m_3.
\]

Since $T - U = h$, we have

\[
\frac{r}{2}(m_1 V_1^2 + m_2 V_2^2 + m_3 V_3^2) = rT = r(U + h) \to m_1 m_3
\]

as $t \to t_1$. But $V_2$ is bounded by Theorem 2.3.2 and $r(t) \to 0$, hence $rm_2 V_2^2 \to 0$ as $t \to t_1$. This implies that as $t \to t_1$,

\[
\frac{r}{2}(m_1 V_1^2 + m_3 V_3^2) \to m_1 m_3,
\]

and, in particular, $rV_1^2$ and $rV_3^2$ are bounded as $t \to t_1$ and $rV_3 \to 0$. On the other hand, since the centre of gravity remains fixed at the origin, $m_1 q_1 + m_2 q_2 + m_3 q_3 = 0$ and it follows that $m_1 \dot{q}_1 = -m_2 \dot{q}_2 - m_3 \dot{q}_3$. Taking the sums of the squares as $q_k$ runs through the coordinates $x_k, y_k, z_k$, we get

\[
m_1^2 V_1^2 = m_2^2 V_2^2 + m_3^2 V_3^2 + 2m_2 m_3 (\dot{x}_2 \dot{x}_3 + \dot{y}_2 \dot{y}_3 + \dot{z}_2 \dot{z}_3)
\]

The Schwarz inequality applied to the last term gives

\[
|\dot{x}_2 \dot{x}_3 + \dot{y}_2 \dot{y}_3 + \dot{z}_2 \dot{z}_3| \leq V_2 V_3.
\]
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Multiplying both sides of this inequality by \( r(t) \) and using the facts that \( r(t) \to 0 \), \( V_2 \) is bounded and \( rV_3 \to 0 \), we see that, as \( t \to t_1 \), \( r(m_1^2 V_1^2 - m_3^2 V_3^2) \to 0 \). Hence we can write, for \( t \) near \( t_1 \),

\[
rm_3^2 V_3^2 = rm_1^2 V_1^2 + e(t),
\]
where \( e(t) \to 0 \) as \( t \to t_1 \); consequently, for \( t \) near \( t_1 \),

\[
\frac{1}{2} r(m_1 V_1^2 + m_3 V_3^2) = \frac{1}{2} r(m_1 V_1^2 + m_3^2 V_3^2/m_3) \\
= \frac{1}{2} r(m_1 V_1^2 + m_3^2 V_3^2/m_3) + \frac{1}{2} e(t)/m_3 \\
= \frac{1}{2} rm_1^2 V_1^2 \left( \frac{1}{m_1} + \frac{1}{m_3} \right) + \frac{1}{2} e(t)/m_3.
\]

Now passing to the limit as \( t \to t_1 \),

\[
\frac{1}{2} m_1^2 \left( \frac{1}{m_1} + \frac{1}{m_3} \right) rV_1^2 \to m_1 m_3, \quad \text{or} \quad rV_1^2 \to \frac{2m_3^2}{m_1 + m_3},
\]

and therefore \( rV_3^2 \to \frac{2m_3^2}{m_1 + m_3} \). This proves the theorem. The theorem states that \( V_1 \) and \( V_3 \) are \( O(r^{-2}) \) as \( t \to t_1 \). \( \square \)

Since in a simple collision \( P_2 \) stays away from the colliding masses \( P_1 \) and \( P_3 \), one might conjecture that the nature of the collision could be studied more closely by supposing that the system behaves near the singularity \( t = t_1 \) almost in the same way as if \( P_2 \) were not present. Hence, near \( t = t_1 \) the problem may be considered as a two-body problem. In this case, according to Kepler’s law, \( P_1 \) and \( P_3 \) describe conic sections around the centre of gravity which remains fixed at the origin. If the two masses collide at time \( t = t_1 \), the conic sections degenerate into straight lines through the origin. In this one-dimensional case we can easily write down the differential equations of motion and find out the (single) coordinate of \( P_1 \) and \( P_3 \) and \( x_1(t) \) and \( x_3(t) \) can be explicitly studied as \( t \to t_1 \). It is known in this case that the singularities of the coordinates \( q = q(t) \) of \( P_1 \) and \( P_3 \) at \( t = t_1 \) are simple in nature; they
are algebraic singularities and in fact $q(t)$ can be expanded in fractional powers of $(t - t_1)$:

$$q(t) = c_1(t_1 - t)^{2/3} + \ldots, c_1 > 0.$$ 

On differentiating this it is seen that the velocity behaves like $(t - t_1)^{-1/3}$ near $t = t_1$.

In the case of the three-body problem we have been that all the coordinates $q(t)$ have finite limits as $t \to t_1$: hence the singularity $t = t_1$ is not a pole. However, $t = t_1$ is not a point of regularity of the coordinate functions $q(t)$ because, otherwise, $\dot{q}_1$ and $\dot{q}_3$, and hence $V_1(t)$ and $V_3(t)$ would be bounded near $t = t_1$, which is not the case since we have shown that $V_1(t), V_3(t) \to \infty$ as $t \to t_1$. One might conjecture that in this case also $t = t_1$ is an algebraic branch-point for the coordinates $q_1(t)$ and $q_3(t)$. Suppose that $t = t_1$ is an algebraic branch-point of order $\mu - 1$ for all the coordinates; then we can develop $q_1(t), q_3(t)$ as power-series in the fractional power $(t - t_1)^{1/\mu}$ and we can conjecture that $\mu = 3$. Weierstrass claimed to have proved this result in a letter to Mittag-Leffler, but gave no indication of his proof. The result was proved explicitly for the first time by Sundman.

We have already seen that $r(t) \to 0$ as $t \to t_1$. In the one-dimensional case $r(t)$ behaves near a collision like $(t_1 - t)^{2/3}$ and so the integral \[ \int_{\tau}^{t_1} \frac{dt}{r} \] exists. In our case we have the following

**Theorem 2.3.4** (Sundman). If $\sigma_1 > 0$, then the integral

\[ s = \int_{\tau}^{t_1} \frac{dt}{r} \] 

(2.3.3)

converges, as $t \to t_1$, to a finite limit $s_1 = \int_{\tau}^{t_1} \frac{dt}{r}$.

**Proof.** Since, by definition, $U(t) = m_1m_2r_{12}^{-1} + m_2m_3r_{23}^{-1} + m_1m_3r_{13}^{-1}$, and the first two terms are bounded as $t \to t_1$, it is enough to prove that the integral \[ \int_{\tau}^{t_1} U(t)dt \] converges. For this we use the Lagrange formula...
\[ \frac{1}{2} \ddot{\sigma} = U + 2h. \] Since \( h \) is a constant determined by the initial conditions, it is enough to prove that

\[ \ddot{\sigma}(t) = \int_{\tau}^{t} \dot{\sigma}(\tau) d\tau \]

has a finite limit as \( t \to t_1 \). We have

\[ \frac{1}{2} \dot{\sigma}(t) = \sum_{q} m_q \dot{q} = \sum_{k=1}^{3} m_k (x_k \dot{x}_k + y_k \dot{y}_k + z_k \dot{z}_k), \]

and since the centre of gravity remains fixed at the origin,

\[ m_3 \dot{x}_3 = -m_1 \dot{x}_1 - m_2 \dot{x}_2, m_3 \dot{y}_3 = -m_1 \dot{y}_1 - m_2 \dot{y}_2, m_3 \dot{z}_3 = -m_1 \dot{z}_1 - m_2 \dot{z}_2. \]

Multiplying these by \( x_3, y_3, z_3 \) respectively and substituting into the expression above for \( \dot{\sigma}(t) \), we get

\[ \frac{1}{2} \dot{\sigma} = m_1 (\dot{x}_1 (x_1 - x_3) + \dot{y}_1 (y_1 - y_3) + \dot{z}_1 (z_1 - z_3)) + \\
+ m_2 (\dot{x}_2 (x_2 - x_3) + \dot{y}_2 (y_2 - y_3) + \dot{z}_2 (z_2 - z_3)). \]

By Theorem 2.3.2, \( \dot{x}_2, \dot{y}_2, \dot{z}_2 \) have finite limits as \( t \to t_1 \) and so have \( x_2 - x_3, y_2 - y_3, z_2 - z_3 \), so that the second term on the right has a finite limit as \( t \to t_1 \). By the Schwarz inequality the first term is majorized by \( m_1 r V_1 \). But by Theorem 4.3.3 \( r V_1^2 \) is bounded as \( t \to t_1 \), while \( V_1 \to \infty \), and so \( r V_1 = r V_1^2 \frac{1}{V_1} \to 0 \) as \( t \to t_1 \). This proves that \( \frac{1}{2} \dot{\sigma} \) has a finite limit as \( t \to t_1 \) and the theorem is proved. \( \square \)

Using this theorem we shall try to construct a local uniformising variable at the branch-point. First of all, assuming that \( t = t_1 \) is an algebraic branch-point of the same order \( \mu - 1 \) for all the coordinates \( q_1 \) and \( q_3 \) of the points \( P_1 \) and \( P_3 \), we shall determine \( \mu \). Suppose, for instance, that \( q_1(t) \) and \( q_3(t) \) can be expanded into power-series in fractional powers of \( t - t_1 \) in a neighbourhood of \( t = t_1 \). Since \( t_1 - t > 0 \) it would be more convenient to expand in powers of \( t_1 - t \):

\[ q_k = q_k(t) = q_k(t_1) + c_k (t_1 - t)^{\theta} + \ldots, \ k = 1, 3, \]
where $c_{k1}$, evidently depending on the choice of the coordinate $x_k, y_k, z_k$ for $q_k$, is the first non-vanishing coefficient. Then $p$ is of the form $p = n/\mu$. Differentiating with respect to $t$ we have

$$q_k(t) = c_{k1} p(t_1 - t)^{p-1} + \ldots, \ k = 1, 3,$$

so that

$$V_k^2 = c_{k2} (t_1 - t)^{2(p-1)} + \ldots, \ k = 1, 3.$$

Since $P_1$ and $P_3$ collide, $q_1(t)$ and $q_3(t)$ have the same limit as $t \to t_1 : q_1(t_1) = q_3(t_1)$. Hence, if we form the difference $q_1(t) - q_3(t)$, its fractional power-series expansion contains no constant term and we have

$$r = \left( (x_1(t) - x_3(t))^2 + (y_1(t) - y_3(t))^2 + (z_1(t) - z_3(t))^2 \right)\frac{1}{2}$$

$$= c_3 (t_1 - t)^p + \ldots$$

Suppose that $c_11, c_3 \neq 0$. Then we get

$$rV_1^2 = c_{12} c_3 (t_1 - t)^{3p-2} + \ldots, c_{12} c_3 \neq 0.$$

Since $rV_1^2$ has a finite limit as $t \to t_1$, we see that necessarily $3p-2 = 0$, which gives $p = 2/3$. Thus we see that if there are fractional power-series expansions for $q_1(t)$ and $q_3(t)$, then perhaps we can take $(t_1 - t)^{1/3}$ as a local uniformising variable. To obtain a uniformising variable we proceed as follows. We have shown that $\int_{t}^{t_1} \frac{dt}{r} < \infty$. Then

$$s_1 - s = \int_{t}^{t_1} \frac{dt}{r} = \int_{t}^{t_1} \frac{1}{(c_3(t_1 - t)^{2/3} + \ldots)} dt,$$

which gives a fractional power-series expansion for $s_1 - s$ of the form

$$s_1 - s = c_0 (t_1 - t)^{1/3} + \ldots$$

Thus we see that the coordinates of $P_1$ and $P_3$ have power-series expansions in the uniformising variables $s_1 - s$; that is, $q_1$ and $q_3$ are regular.
analytic functions of \( s_1 - s \) in a neighbourhood of \( s = s_1 \). Now one
might further conjecture that the coordinates \( q_2(t) \) of \( P_2 \) are also reg-
ular analytic functions of the variable \( s_1 - s \) in some neighbourhood
of \( s = s_1 \). These results were proved by Sundman and we proceed to
describe these.

For this purpose we shall introduce new independent variables in
place of \( q \) and we take the variable \( s \) in place of \( t \). Then we transform the
differential equations of motion into a system of differential equations
in the new variables \( q \) and \( s \). We remark that even if \( q \) is regular in
\( s \), it is not necessarily true that \( \dot{q} \) is regular. So we have to introduce,
instead of \( \dot{q} \), new variables in such a way that there will be no additional
singularities. The introduction of the parameter \( s \) already appears in the
two-body problem; it is the ‘eccentric anomaly’ of Kepler.

### 4 Reduction of the differential equations of motion

We consider now the problem of uniformising the solution of the three-
body problem in a neighbourhood of the singularity \( t = t_1 \) in the case
\( \sigma_1 > 0 \), that is, the case of a simple collision. For this purpose we try to
find a suitable transformation of the variables such that after the trans-
formation the solution can be uniformised by means of the variable \( s \) in-
troduced earlier. We shall first write down the equations of motion in the
Hamiltonian form and then carry out a canonical transformation. Let us
denote the coordinates of the three mass-points \( P_k \) by \( (q_{3k-2}, q_{3k-1}, q_{3k}) \),
\( k = 1, 2, 3 \), and associate with each \( q_k \) a mass \( \mu_k \), \( k = 1, \ldots, q \), such that
\( \mu_{3k-3} = \mu_{3k-2} = \mu_{3k}, k = 1, 2, 3 \). If we introduce now the ‘components
of momenta’ \( p_k \) defined by \( p_k = \mu_k \dot{q}_k, k = 1, \ldots, 9 \), then the equations of
motion can be written as a system of 18 ordinary differential equations
of the first order:

\[
\dot{q}_k = \frac{1}{\mu_k} p_k, \quad \dot{p}_k = U_{q_k}, \quad k = 1, \ldots, 9 \tag{2.4.1}
\]

The total energy \( E = T - U \) is given by

\[
E(p, q) = T - U = \frac{1}{2} \sum_q m q^2 - U = \frac{1}{2} \sum_p \frac{1}{\mu} p^2 - U.
\]
The right side does not contain $t$ explicitly and $E$ is thus a function of 18 independent variables $q, p$. The equations (2.4.1) then take the form

$$
\dot{q}_k = E_{p_k}, \quad \dot{p}_k = -E_{q_k}, \quad k = 1, \ldots, 9.
$$

We thus have a Hamiltonian system of 18 differential equations with 9 degrees of freedom. We now seek a canonical transformation of the variables $(q, p)$ into new variables $(x, y)$ so that the coordinate functions $(x_k, y_k)$, considered as functions of $s$, become regular analytic in some neighbourhood of $s = s_1$. We recall from Chapter 1, §2, that a canonical transformations of $(q, p)$ to $(x, y)$ can be obtained by means of a generating function $W = W(q, y, t)$. We set

$$
W_{q_k} = p_k, \quad W_{y_k} = x_k, \quad k = 1, \ldots, 9,
$$

and if $|W_{q_k} y_l| \neq 0$, we can solve the second equation locally for $q_k$ as a function $\varphi_k(x, y, t)$, which, on substitution in the first equation, expresses $p_k$ as a function $\psi_k(x, y, t)$. We have the following

**Theorem 2.4.1.** Suppose that the centre of gravity of the system remains fixed at the origin. Then there exists a canonical transforma tion of the variables $(q, p)$ to $(x, y)$ which reduces the Hamiltonian system (2.4.2) to one with six degrees of freedom in the new variables $(x, y)$.

**Proof.** We shall denote the relative coordinates of $P_1$ and $P_2$ with re- spect to $P_3$ by $(x_1, x_2, x_3), (x_4, x_5, x_6)$ respectively, and the coordinates of $P_3$ itself by $(x_7, x_8, x_9)$. Hence,

$$
x_k = q_k - q_{k+6}, \quad x_{k+3} = q_{k+3} - q_{k+6}, \quad x_{k+6} = q_{k+6}, \quad k = 1, 2, 3.
$$

This can be extended into a canonical transformation in the following way. Consider the function $W = W(q, y)$ defined by

$$
W = \sum_{k=1}^{3} ((q_k - q_{k+6})y_k + (q_{k+3} - q_{k+6})y_{k+3} + q_{k+6}y_{k+6}).
$$

This is twice continuously differentiable in $(q, y)$ and it is clear that $W_{x_k} = x_k, k = 1, \ldots, 9$, because of (2.4.3), and that $|W_{q_k} y_l| \neq 0$. (In fact, $W_{q_k} y_l = 1$ and $W_{q_k} y_l = 0$ if $l > k$, so that $|W_{q_k} y_l| = 1$). Hence $W$ is a
generating function and determines a canonical transformation if we set 
\( p_k = W_{ql}, \ k = 1, \ldots, 9 \). Then it follows immediately that 
\( p_k = y_k, p_{k+3} = y_{k+3} + p_{k+6} = -y_k + y_{k+3} + y_{k+6}, \ k = 1, 2, 3 \).
Adding these we get 
\( y_{k+6} = p_k + p_{k+3} + p_{k+6} \) and so we obtain the canonical transformation 
\( x_k = q_k - q_{k+6}, \ x_{k+3} = q_{k+3} - q_{k+6}, \ x_{k+6} = q_{k+6} \); 
\( y_k = p_k, \ y_{k+3} = p_{k+3}, \ y_{k+6} = p_k + p_{k+3} + p_{k+6}, \ k = 1, 2, 3 \). (2.4.4)
Under this transformation the Hamiltonian system takes the form 
\( \dot{x}_k = E y_k, \ \dot{y}_k = -E x_k, \ k = 1, \ldots, 9 \), (2.4.5)
where \( E(x, y) \) is the total energy \( T - U \) expressed in the new variables \((x, y)\). To obtain the expression for \( E \) in terms of the new variables, we observe that, first of all,
\[
T = \frac{1}{2} \sum_{k=1}^{9} \frac{1}{\mu_k} p_k^2 = \frac{1}{2} \sum_{k=1}^{3} \left( \frac{1}{\mu_k} y_k^2 + \frac{1}{\mu_{k+3}} y_{k+3}^2 + \frac{1}{\mu_{k+6}} (y_{k+6} - y_k - y_{k+3})^2 \right),
\]
and this is a homogeneous function of degree 2 in the variables \( y_k \). On the other hand,
\[
U = \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} + \frac{m_1 m_3}{r_{13}},
\]
where \( r_{12}^2 = (x_1 - x_4)^2 + (x_2 - x_5)^2 + (x_3 - x_6)^2 \), \( r_{23}^2 = x_4^2 + x_5^2 + x_6^2 \) and \( r_{13}^2 = x_1^2 + x_2^2 + x_3^2 \). Thus \( U \) is independent of \( x_7, x_8, x_9 \) and therefore \( E(x, y) = T - U \) is also independent of \( x_7, x_8, x_9 \). Then from the Hamiltonian system (2.4.5) we see that 
\( \dot{y}_k = -E x_k = 0, \ k = 7, 8, 9, \)
and hence \( y_7, y_8, y_9 \) are constants. Now if we solve the system (2.4.5) for \( k = 1, \ldots, 6 \), then we can substitute \( x_1, \ldots, x_6; y_1, \ldots, y_6 \) and arbitrary constants \( y_7, y_8, y_9 \) in the expression for \( E \) and solve \( \dot{x}_k = E y_k, \ k = 7, 8, 9, \) to obtain the solution of the problem. We shall now use the
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assumption that the centre of gravity remains fixed at the origin. Then
\[ p_k + p_{k+3} + p_{k+6} = 0 \] for \( k = 1, 2, 3 \) and, in particular, \( y_{k+6} = 0 \) for
\( k = 1, 2, 3 \). Thus \( E \) is independent of \( x_7, x_8, x_9 \) and \( y_7, y_8, y_9 \). Hence it is
sufficient to consider the Hamiltonian system (2.4.5) with six degrees of freedom, and this completes of proof.

Our assumption is that \( \sigma_1 > 0 \) and that the masses \( P_1 \) and \( P_3 \) collide at time \( t = t_1 \). Denote the distance \( r_{13} \) by \( x = (x_1^2 + x_2^2 + x_3^2)^{\frac{1}{2}} \). By
Theorem 2.3.4 the integral \( s = \int_{\tau}^{t_1} \frac{dt}{x} \) converges to a finite limit as \( t \rightarrow t_1 \), so that
\( s_1 = \int_{\tau}^{t_1} \frac{dt}{x} < \infty \). The function \( x = x(t) \neq 0 \) in \( \tau \leq t < t_1 \) and is
regular analytic there. Consequently \( \frac{1}{x} \) is a regular analytic function of \( t \) in \( \tau \leq t < t_1 \) and \( s = s(t) \), being its integral, is also regular analytic function of \( t \) in \( \tau \leq t < t_1 \). Moreover, \( \frac{dt}{ds} = \frac{1}{x} > 0 \) implies that \( s \) is
monotone increasing in \( \tau \leq t < t_1 \), so that we have \( 0 \leq s(t) < s_1 \). By the
inverse function theorem, we can solve the equation \( s = s(t) \) locally and obtain the inverse function \( t = \varphi(s) \), which is a regular analytic function of \( s \) in some neighbourhood of each point of the interval \( 0 \leq s < s_1 \). We see therefore that \( t \) is a regular analytic function of \( s \) in \( 0 \leq s < s_1 \). Again, since \( \frac{dt}{ds} = x > 0 \), \( t \) is also a monotone increasing function of \( s \) in \( 0 \leq s < s_1 \).

We shall denote the derivative with respect to \( s \) of a function \( f = f(s) \) by \( f' \). Since \( \frac{dt}{ds} = x \), we get from (2.4.5)
\[ x_k' = \frac{dx_k}{ds} = xE_{k}, \quad y_k' = \frac{dy_k}{ds} = -xE_{k}, \quad k = 1, \ldots, 6. \] (2.4.6)
This system of equations is no longer in the Hamiltonian form. However, it can be transformed into a Hamiltonian system in the following way. We recall that along each orbit, i.e. a solution of the system (2.4.5), the total energy remains constant, equal to \( h \), and therefore the system (2.4.5) remains unchanged if \( E \) is replaced by \( E - h \). Now consider the function \( F = x(E - h) \). Then for the particular solution of (2.4.5) under
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consideration $E = h$ and $F = 0$ and we see that

$$x'_k = xE_{y_k} = F_{y_k}, \quad y'_k = -xE_{x_k} = -F_{x_k} + (E - h)\frac{dx}{ds} = -F_{x_k}.$$  

Conversely, suppose that $(x_k, y_k)$ satisfy the system of equations

$$x'_k = F_{y_k}, \quad y'_k = -F_{x_k}, \quad k = 1, \ldots, 6. \tag{2.4.7}$$

Then the total derivative

$$\frac{dF}{ds} = \sum_{k=1}^{6} (F_{x_k}x'_k + F_{y_k}y'_k) = 0,$$

which implies that $F$ is a constant. If $F = 0$, we have either $x = 0$ or $E = h$. Since up to the collision, i.e. for $\tau \leq t < t_1$, or, equivalently, $0 \leq s < s_1$, we have $x \neq 0$, we see that $E = h$. It is now easy to check, by differentiating $E = h + \frac{1}{2} F$, that the system (2.4.6), and hence (2.4.5), is satisfied by $x_k, y_k, k = 1, \ldots, 6$ if $F = 0$. However, when $F \neq 0$, the solutions of (2.4.7) may not have any direct relation to the solutions of the original system (2.4.5).

We know that the potential function $U \to \infty$ as $t \to t_1$, that is, as $s \to s_1$. Also the velocity components, and therefore the components of momenta $y_1, y_2, y_3$, become infinite. The kinetic energy $T$, being a homogeneous function of positive degree in $y_k$, is also unbounded near $t = t_1$. But since $\sigma_1 > 0$, it follows from Theorem 2.3.1 that $r_{12}(t)$ and $r_{23}(t)$ remain bounded away from zero, while $x \to 0$, as $t \to t_1$. Hence, as $t \to t_1$,

$$\chi U = \left( \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} \right) x + m_1 m_3 \to m_1 m_3.$$  

Also, by Theorem 2.3.3, $x V_2^2$ and $x V_3^2$ have finite limits as $t \to t_1$, and so have the velocity components of $P_2$. Thus the advantage of introducing the function $F$ is that it is bounded in the whole interval $\tau \leq t < t_1$. Moreover, all the derivatives $F_{y_k}$ are bounded since $T$ is a homogeneous function of degree 2 in $y_k$ and $xy_k \to 0$. On the other hand, we see
that the derivative \( F_{x_k}, k = 1, 2, 3 \), contain \( \frac{1}{x} \) as a factor which becomes unbounded as \( t \to t_1 \). In order to apply Cauchy’s theorem on the analytic continuation of solutions we need the right-hand sides of the differential equations to be bounded in a closed bounded point set containing the curve \((x(t), y(t)), \tau \leq t < t_1\). Hence the introduction of the function \( F \) is not quite enough to apply Cauchy’s theorem. We shall show that by yet another canonical transformation we can reduce our system of differential equations to one with bounded right-hand sides.

In his proof of the uniformisation of the solutions near the singularity \( t = t_1 \), Sundman did not write the equation of motion in the canonical form, but found a transformation which made the right-hand sides of the system of ordinary differential equations

\[
\dot{q}_k = \frac{1}{\mu_k} p_k, \quad \dot{p}_k = U_{q_k}, \quad k = 1, \ldots, 6,
\]

regular analytic functions of the new variables. It was proved later by Levi-Civita that one can find the transformations of Sundman by writing the equations in the canonical form and by using canonical transformations. This simplifies the more complicated proof given by Sundman.

5 Approximate solution of the Hamilton-Jacobi equation

We shall make use of the theory of the Hamilton-Jacobi partial differential equation. We wish to find a twice continuously differentiable function \( W = W(x, \xi, s) \) of the independent variables \( x, \xi, s \), with \( |W_{x, \xi_l}| \neq 0 \), satisfying the Hamilton-Jacobi partial differential equation (Chapter 1, §1)

\[
F(x, W_x) + W_s = 0. \tag{2.5.1}
\]

If we find such a function \( W \), then we set

\[
W_{x_k} = y_k, \quad W_{\xi_k} = -\eta_k, \quad k = 1, \ldots, 6,
\]

solve the second set of equations locally, using the fact that \( |W_{\xi, \xi_k}| = |W_{x, \xi_k}| \neq 0 \), and find \( x_k \) as a function \( \varphi_k(\xi, \eta, s) \). We substitute this
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for $x_k$ in $W_{x_k} = y_k$ and get $y_k$ as a function $\psi_k(\xi, \eta, s)$ and thus obtain the canonical transformation. Moreover, since $W$ satisfies (2.5.1), the Hamiltonian system (2.4.7) will be transformed into the trivial system

$$\xi_k' = 0, \eta_k' = 0, \quad k = 1, \ldots, 6.$$  

Hence $\xi_k = \text{constant}, \eta_k = \text{constant},$ will give, on substitution in $x_k = \varphi_k(\xi, \eta, s), y_k = \psi_k(\xi, \eta, s),$ the solution of our problem.

However, we cannot hope to obtain a complete solution of the problem of finding a $W$ with $|W_{x_k}| \neq 0$ satisfying (2.5.1) since, if we could, a solution of this would solve the three-body problem explicitly. But as we are interested in the analysis of the solution near $t = t_1$, equivalently, $s = s_1,$ we shall find an approximate solution. For this purpose we shall use the fact that all the coordinates and velocity components of $P_2$ have finite limits as $t \to t_1$ and that $P_2$ remains at a distance bounded below by a positive number from the colliding masses. Hence, for $t$ near $t_1,$ we ignore the presence of $P_2$ so that the coordinates $x_4, x_5, x_6$ and the components of momenta $y_4, y_5, y_6$ do not enter into the discussion. (This amounts to supposing that the mass of $P_2$ is zero). Thus we are led to consider the two-body problem. In this case we have

$$U = \frac{m_1 m_3}{x} \quad \text{and} \quad T = \frac{1}{2} \sum \frac{1}{\mu_k} y_k^2 = \left( \frac{1}{m_1} + \frac{1}{m_3} \right) (y_1^2 + y_2^2 + y_3^2),$$

so that

$$F = x(T - U - h) = \frac{1}{2} \left( \frac{1}{m_1} + \frac{1}{m_3} \right) xy^2 - hx - m_1 m_3,$$

where $y^2 = y_1^2 + y_2^2 + y_3^2$. Since the differential equations involve only the derivatives $F_{x_k}, F_{y_k},$ we may drop the constant $m_1 m_3$ in the expression for $F$. By suitably choosing the unit of mass we can also take

$$\frac{1}{2} \left( \frac{1}{m_1} + \frac{1}{m_3} \right) = 1.$$  

We shall also assume that $h = 0$ and then $F$ has the form

$$F = xy^2, \quad y^2 = y_1^2 + y_2^2 + y_3^2. \quad (2.5.2)$$

Then we want to find a twice continuously differentiable function with real values, $W = W(x_1, x_2, x_3, \xi_1, \xi_2, \xi_3, s),$ with $|W_{x_k\xi_k}| \neq 0$ such that

$$(x_1^2 + x_2^2 + x_3^2)^2(W_{x_1}^2 + W_{x_2}^2 + W_{x_3}^2) + W_s = 0. \quad (2.5.3)$$
It would be simpler if we could take $W$ to be independent of $s$. But this is not possible, since $W_s = 0$ would imply that $x(W_{x_1}^2 + W_{x_2}^2 + W_{x_3}^2) = 0$. Since $x \neq 0$ for $0 \leq s < s_1$ then $W_{x_1}^2 + W_{x_2}^2 + W_{x_3}^2 = 0$. And $W$ is real so that $W_{x_1} = W_{x_2} = W_{x_3} = 0$ and hence $|W_{s}\xi| = 0$. Consequently $W$ does not determine a canonical transformation. So the simplest possible choice we can make for $W$ is that $W$ is linear in $S$. Hence we take

$$W(x, \xi, s) = v(x, \xi) - \lambda(\xi)s.$$ (2.5.4)

Then $W_s = -\lambda(\xi_1, \xi_2, \xi_3)$. We need only a particular solution of the equation (2.5.3) where $\xi_1, \xi_2, \xi_3$ are arbitrary constants with the only condition $|W_{s}\xi| \neq 0$.

It is known that the orbits of the mass-points in the two-body problem are conic sections. Hence the two-body problem is a problem in the plane. This plane problem can be solved in the following way using the theory of complex analytic functions.

We shall find the function $v$ in (2.5.4) by using (2.5.3). Let $x_1, x_2$ denote the coordinates in the plane of the orbit. We introduce the complex variable $z = x_1 + ix_2, z = (x_1^2 + x_2^2)^{1/2}$. Let $f = u + iv$ be a regular analytic function of $z$ in some region of the complex plane. Since $f$ is regular analytic, we have the Cauchy-Riemann equations $u_{x_1} = v_{x_2}, u_{x_2} = -v_{x_1}$, so that

$$\left|\frac{df}{dz}\right|^2 = u_{x_1}^2 + u_{x_2}^2 = v_{x_1}^2 + v_{x_2}^2.$$ If we take the function $v$ in (2.5.4) for $W$, we see that $W_{x_1} = v_{x_2}, W_{x_2} = v_{x_1}$ and hence $\left|\frac{df}{dz}\right|^2 = W_{x_1}^2 + W_{x_2}^2$. Thus the Hamilton-Jacobi equation (2.5.3) takes the form

$$|z| \left|\frac{df}{dz}\right|^2 = \lambda.$$ Thus the absolute value of the regular analytic function $z \left(\frac{df}{dz}\right)^2$ is a constant $\lambda$. It follows from the open-mapping theorem that $z \left(\frac{df}{dz}\right)^2$ is a constant, say $z \left(\frac{df}{dz}\right)^2 = \zeta$, with $\zeta = \xi_1 + i\xi_2, |\zeta| = \lambda$. Integrating the
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equation \( \frac{df}{dz} = \left( \frac{\zeta}{z} \right)^{\frac{1}{2}} \), we get \( f(z) = 2(\zeta z)^{\frac{1}{2}} \). Hence we have \( v(x_1, x_2) = \text{Im} \ f(z) = 2(\zeta z)^{\frac{1}{2}} \). \( f(z) = 2((\xi_1 - i\xi_2)z)^{\frac{1}{2}} \). Inserting this \( v \) and the two parameters \( \xi_1, \xi_2 \) in (2.5.4) we get

\[
W = \frac{1}{i} \left\{ ((\xi_1 - i\xi_2)(x_1 + ix_2)^{\frac{1}{2}} - ((\xi_1 + i\xi_2)(x_1 - ix_2)^{\frac{1}{2}} \right\}, -s \sqrt{\xi_1^2 + \xi_2^2}.
\]

Moreover, we have \( W_{x|x} = v_{x|x} \) and it can be easily verified that \( |W_{x|x}| = \frac{1}{4|\xi|} \).

We wish to extend this argument to the case of the three-body problem. But in this case we cannot use the theory of complex analytic functions. A possible solution of the Hamilton-Jacobi equation in three-dimensional space is suggested by the function \( \sqrt{\zeta z} - \sqrt{\zeta \bar{z}} \) defining \( v = v(x, \xi) \) in two-dimensional space. In the following we show that a suitable generalization of this function to three-dimensional space does indeed satisfy the Hamilton-Jacobi equation and the condition \( |v_{x|x}| \neq 0 \). Hence this provides a canonical transformation. We shall also see that this canonical transformation is the one found by Sundman, namely the inversion with respect to the unit sphere in three-dimensional space.

In the two-dimensional case we had \( W(x, \xi, s) = v(x, \xi) - \lambda(\xi)s \) where

\[
iv = \sqrt{\zeta z} - \sqrt{\zeta \bar{z}}, \ z = x_1 + ix_2, \xi = \xi_1 + i\xi_2, |\xi| = \lambda.
\]

Squaring both sides we get \(-v^2 = \zeta z + \zeta \bar{z} - 2|\zeta \bar{z}|\), that is

\[
\frac{1}{2} v^2 = (x_1^2 + x_2^2)^{\frac{1}{2}}(\xi_1^2 + \xi_2^2)^{\frac{1}{2}} - (x_1 \xi_1 + x_2 \xi_2).
\]

We try to generalize this to three-dimensional space and take

\[
\frac{1}{2} v^2 = (x_1^2 + x_2^2 + x_3^2)^{\frac{1}{2}}(\xi_1^2 + \xi_2^2 + \xi_3^2)^{\frac{1}{2}} - (x_1 \xi_1 + x_2 \xi_2 + x_3 \xi_3) \quad (2.5.5)
\]

In order to ensure that \( W = W(x, \xi, s) = v(x, \xi) - \lambda(\xi)s \) satisfies the Hamilton-Jacobi equation, it is enough to find \( \xi_1, \xi_2, \xi_3 \) such that \( v \) given
by (2.5.5) with these \( \xi_1, \xi_2, \xi_3 \) satisfies the partial differential equations

\[
\left( x_1^2 + x_2^2 + x_3^2 \right)^{1/2} \left( v_{x_1}^2 + v_{x_2}^2 + v_{x_3}^2 \right) = \lambda, \quad \lambda = \lambda(\xi) \tag{2.5.6}
\]

If we find \( \xi_1, \xi_2, \xi_3 \) satisfying this condition together with the condition \( |v_{x_k}\xi| \neq 0 \), then we obtain a canonical transformation by setting \( v_{x_k} = y_k \), \( v_{\xi_k} = -\eta_k \), \( k = 1, 2, 3 \). The latter set of equations can be solved locally to give \( x_k \) as functions \( \phi_k(\xi, \eta) \) which, on substitution in \( v_{x_k} = y_k \), give \( y_k \) on a function \( \psi_k(\xi, \eta) \). Thus we obtain the canonical transformation \( x_k = \phi_k(\xi, \eta), y_k = \psi_k(\xi, \eta), k = 1, 2, 3 \). Since the function \( v \) is independent of the variable \( s \), the functions \( \phi_k, \psi_k \) do not contain \( s \) explicitly. Hence the Hamiltonian equations are unaltered and we have

\[
\xi_k' = F(\eta_k, \eta_k' \xi_k), \quad \eta_k' = -F(\xi_k, \xi_k' \eta_k), \quad k = 1, 2, 3,
\]

where \( F(\xi, \eta) = F(x, y) = F(\varphi(\xi, \eta), \psi(\xi, \eta)). \)

We proceed then to verify that \( v \) defined by (2.5.5) satisfies (2.5.6) and the condition \( |v_{x_k}\xi| \neq 0 \) for a suitable choice of \( \xi_1, \xi_2, \xi_3 \). Denoting \( \xi_1^2 + \xi_2^2 + \xi_3^2 \) by \( \xi^2 \), we can write (2.5.5) in the form

\[
\frac{1}{2} v^2 = x^2 - \sum_{k=1}^{3} x_k \xi_k. \tag{2.5.7}
\]

Differentiating this with respect to \( x_k \) and \( \xi_k \) respectively, we obtain

\[
v x_k = \frac{x_k \xi - \xi_k}{\xi}, \quad v \xi_k = x \frac{\xi_k}{\xi} - x_k, \quad k = 1, 2, 3. \tag{2.5.8}
\]

Multiplying the first of these by \( x \), squaring and summing over \( k = 1, 2, 3 \), we get, on using (2.5.7),

\[
x^2 v^2 (v_{x_1}^2 + v_{x_2}^2 + v_{x_3}^2) = \sum_{k=1}^{3} (x_k \xi - \xi_k x)^2
\]

\[
= 2\xi^2 x^2 - 2\xi x \sum_{k=1}^{3} x_k \xi_k = 2\xi x (\xi x - \sum_{k=1}^{3} x_k \xi_k) = \xi x v^2.
\]

If \( x \neq 0, v \neq 0 \), then dividing throughout by \( xv \) we have

\[
x (v_{x_1}^2 + v_{x_2}^2 + v_{x_3}^2) = \xi,
\]
which means that if we choose \( \lambda(\xi) = \xi \), then \( \nu(x, \xi) \) defined by \( (2.5.5) \) satisfies \( (2.5.6) \). Moreover, the condition that \( |v_x\xi_k| \neq 0 \) is also satisfied. In fact, it is easy to check by direct computation that

\[
|v_x\xi_k| = \frac{1}{4x_\xi v}.
\]

We now use the fact that \( x \neq 0, \xi \neq 0, \nu \neq 0 \). (Actually \( \nu = 0 \) if and only if the two vectors \((x_1, x_2, x_3)\) and \((\xi_1, \xi_2, \xi_3)\) are in the same direction, that is, are linearly dependent. Since we assume that \( \nu \neq 0 \) and \( x \neq 0 \), we may suppose that \( \xi \neq 0 \)). We have then found a generating function \( \nu = \nu(x, \xi) \). The canonical transformation defined by means of \( \nu \) is explicitly determined as follows. Let us set

\[
v_{x_k} = y_k, \quad v_{\xi_k} = -\eta_k, \quad k = 1, 2, 3. \tag{2.5.9}
\]

Multiplying these by \( x \nu \) and \( -\xi \nu \) respectively and using the expressions \( (2.5.8) \) we find that

\[
xv_y k = x\nu v x = \xi x_k - x\xi_k = -\xi v v_{\xi k} = \xi v \eta_k \tag{2.5.10}
\]

Since \( \nu \neq 0 \), we can divide by \( \nu \) and obtain

\[
xv y k = \xi \eta_k, \quad k = 1, 2, 3. \tag{2.5.11}
\]

Let \( y = (y_1^2 + y_2^2 + y_3^2)^{1/2} \) and \( \eta = (\eta_1^2 + \eta_2^2 + \eta_3^2)^{1/2} \). Squaring both sides of the relation \( x\nu y k = \xi x_k - x\xi_k \) and summing over \( k = 1, 2, 3 \), we obtain

\[
x^2 v^2 y^2 = \sum_{k=1}^{3} (\xi x_k - x\xi_k)^2 = 2\xi^2 x^2 - 2x\xi \sum_{k=1}^{3} x_k\xi_k
\]

\[
= 2x\xi (x\xi - \sum_{k=1}^{3} x_k\xi_k) = x\xi v^2.
\]

Once again, since \( x \neq 0 \) and \( \nu \neq 0 \), dividing by \( xv^2 \) we get

\[
x v = \xi \tag{2.5.12}
\]

Similarly from the relation \( \xi v \eta k = \xi x_k - x\xi_k \) we obtain

\[
\xi \eta^2 = x \tag{2.5.13}
\]
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Since \( x \neq 0 \) and \( \xi \neq 0 \), it follows from (2.5.12) and (2.5.13) that \( y \neq 0 \) and \( \eta \neq 0 \). Substituting (2.5.12) in (2.5.11) we have

\[
x y_k = x y^2 \eta_k,
\]

so that \( \eta_k = \frac{y_k}{y^2}, \quad k = 1, 2, 3; \)

this implies that \( \eta^2 = \frac{1}{y^2} \) and hence \( y_k = y^2 \eta_k = \frac{\eta_k}{\eta^2}, \quad k = 1, 2, 3. \) Multiplying both sides of the relations

\[
x v y_k = \xi x_k - x \xi_k, \quad \xi v \eta_k = \xi x_k - x \xi_k
\]

by \( x_k \) and \( \xi_k \) respectively and summing over \( k = 1, 2, 3, \) we see that

\[
x v - \sum_{k=1}^{3} x_k y_k = \xi x^2 - x \sum_{k=1}^{3} x_k \xi_k = \frac{1}{2} x v^2,
\]

\[
\xi v - \sum_{k=1}^{3} \xi_k \eta_k = \xi \sum_{k=1}^{3} x_k \xi_k - x \xi^2 = -\frac{1}{2} \xi v^2.
\]

from which we get, since \( x \neq 0, \xi \neq 0, \) and \( v \neq 0, \)

\[
\sum_{k=1}^{3} x_k y_k = \frac{1}{2} v, \quad \sum_{k=1}^{3} \xi_k \eta_k = -\frac{1}{2} v. \quad (2.5.14)
\]

We can solve \( \xi v \eta_k = \xi x_k - x \xi_k \) and express \( x_k \) as a function of \( \xi, \eta \) and obtain

\[
x_k = v \eta_k + x \frac{\xi_k}{\xi},
\]

which, under the substitution \( x = \xi \eta^2, \ v = -2 \sum_{l=1}^{2} \xi_l \eta_l \) gives

\[
x_k = \eta^2 \xi_k - 2 \eta \sum_{l=1}^{3} \xi_l \eta_l, \quad k = 1, 2, 3. \quad (2.5.15)
\]

Similarly we can show that

\[
\xi_k = y^2 x_k - 2 y \sum_{l=1}^{3} x_l y_l, \quad k = 1, 2, 3. \quad (2.5.16)
\]
Thus we have obtained the canonical transformation from \((x, y)\) to \((\xi, \eta)\); it is given by

\[
x_k = \eta^2 \xi_k - 2\eta_k \sum_{l=1}^{3} \xi_l \eta_l, \quad y_k = \frac{\eta_k}{\eta^2}, \quad k = 1, 2, 3. \tag{2.5.17}
\]

and the inverse transformation is given by

\[
\xi_k = y^2 x_k - 2y_k \sum_{l=1}^{3} x_l y_l, \quad \eta_k = \frac{y_k}{y^2}, \quad k = 1, 2, 3. \tag{2.5.18}
\]

It follows from \(2.5.17\) and \(2.5.18\) that the canonical transformation from \((x, y)\) to \((\xi, \eta)\) is involutory and, moreover, that it is a birational transformation. The second equation in \(2.5.17\) defines an inversion with respect to the unit sphere in three-dimensional \(y\)-space and is actually the transformation used by Sundman.

It is clear that the equations \(y_1, y_2, y_3\) will be valid whenever \(\eta \neq 0\) and \(y \neq 0\). We shall now show that we can obtain the transformations \(2.5.17\) directly from \(2.5.18\) with the only assumption that \(\eta \neq 0\) and that it is no longer necessary to assume that the vectors \((x_1, x_2, x_3), (\xi_1, \xi_2, \xi_3)\) are linearly independent. We have the following

**Theorem 2.5.1.** If \(\eta \neq 0\), then the relations \(2.5.18\) define a canonical transformation of the variables \((x_k, y_k)\) to \((\xi_k, \eta_k), k = 1, 2, 3,\) with the inverse \(2.5.17\).

**Proof.** First we define \(y_1, y_2, y_3\) by setting \(y_k = \frac{\eta_k}{\eta^2}, k = 1, 2, 3\). Then \(\eta \neq 0\) is equivalent to \(y \neq 0\). From \(2.5.16\) we get

\[
\sum_{k=1}^{3} \xi_k y_k = y^2 \sum_{k=1}^{3} x_k y_k - 2 \sum_{k=1}^{3} y_k \sum_{l=1}^{3} x_l y_l = -y^2 \sum_{k=1}^{3} x_k y_k.
\]

Dividing throughout by \(y^2 (y \neq 0)\) and using \(\eta_k = \frac{y_k}{y^2}\), we get

\[
\sum_{k=1}^{3} \xi_k \eta_k = -\sum_{k=1}^{3} x_k y_k,
\]
which, on substitution in the expression \(2.5.16\) for \(\xi_k\), gives
\[
\xi_k = \frac{1}{\eta^2} x_k + \frac{2 \eta_k}{\eta^2} \sum_{l=1}^{3} \xi_l \eta_l,
\]
that is,
\[
x_k = \eta^2 \xi_k - 2 \eta_k \sum_{l=1}^{3} \xi_l \eta_l, \quad k = 1, 2, 3.
\]
This proves that we can solve the set of equations \(2.5.18\) to obtain \(2.5.17\) and the same method can be employed to obtain \(2.5.18\) from \(2.5.17\) on making use of the fact that \(y \neq 0\). Thus \(2.5.17\) is an involutory transformation of the variables \((x_k, y_k)\) to \((\xi_k, \eta_k)\). It now remains only to prove that the transformation thus obtained is canonical. For this purpose we recall that a transformation
\[
x_k = \varphi_k(\xi, \eta), \quad y_k = \psi_k(\xi, \eta)
\]
is canonical if and only if the Jacobian matrix of the transformation is symplectic. We shall show that the Jacobian matrix in our case is symplectic. On differentiating \(2.5.17\) we have, for \(k, l = 1, 2, 3\),
\[
x_{k\ell} = \eta^2 \delta_{kl} - 2 \eta_k \eta_l, \quad x_{k\ell} = 0,
\]
\[
y_{k\ell} = 2 \eta \xi_k - 2 \delta_{kl} - 2 \delta_{kl} \sum_{r=1}^{3} \xi_r \eta_r - 2 \eta_k \xi_l, \quad y_{k\ell} = \frac{\delta_{kl}}{\eta^2} - \frac{2 \eta_k \eta_l}{\eta^4}.
\]
Hence the elements of the Jacobian matrix are rational functions of \(\xi_k, \eta_k\) with non-vanishing denominators, and so continuous (regular) functions of \(\xi_k, \eta_k\). On the other hand, we know that when the vectors \((x_1, x_2, x_3)\) and \((\xi_1, \xi_2, \xi_3)\) are linearly independent, the transformation defined by \(2.5.17\) is canonical and so the Jacobian matrix is symplectic. In the general case \((x_1, x_2, x_3)\) and \((\xi_1, \xi_2, \xi_3)\) can be considered as limits of linearly independent vectors \((x_{1n}, x_{2n}, x_{3n})\) and \((\xi_{1n}, \xi_{2n}, \xi_{3n})\) as \(n \to \infty\). If \((x_{1n}), (\xi_{1n})\) satisfy \(2.5.17\), then the limit vectors also satisfy \(2.5.17\). In other words, in the general case, the canonical transformations corresponding to the linearly independent vectors \((x_{1n}, x_{2n}, x_{3n})\) and \((\xi_{1n}, \xi_{2n}, \xi_{3n})\) tend to a transformation defined by \(2.5.17\). Since the elements of the Jacobian matrix are continuous functions of the variables \(\xi_k, \eta_k\), the Jacobian matrix of the transformation corresponding to
(x_{1n}, x_{2n}, x_{3n}) and (\xi_{1n}, \xi_{2n}, \xi_{3n}) tends to that corresponding to (x_1, x_2, x_3) and (\xi_1, \xi_2, \xi_3) in the topology of the group of all six-rowed invertible matrices. Since the symplectic matrices form a closed subgroup of this group, it follows that the Jacobian matrix of the transformation defined by (x_1, x_2, x_3) and (\xi_1, \xi_2, \xi_3) is symplectic, so that the transformation (2.5.17) is again canonical. This completes the proof. □

6 Regularisation of the solution of the three-body problem near a simple collision

We use the canonical transformation obtained in the previous section to uniformize the solution of three-body problem in the neighbourhood of the singularity t = t_1 at which there is a simple collision. We recall that (x_1, x_2, x_3) and (x_4, x_5, x_6) are the relative coordinates of P_1 and P_2 with respect to P_3. We assume that the centre of gravity remains fixed at the origin. (y_1, y_2, y_3) and (y_4, y_5, y_6) denote the components of momenta of P_1 and P_2 respectively. We have seen that x_k, y_k, k = 1, ..., 6, are obtained from the absolute coordinates q_k and the corresponding components of moments p_k by means of a canonical transformation. We now prove

Theorem 2.6.1. The canonical transformation of the variables (x_k, y_k) to (\xi_k, \eta_k), k = 1, 2, 3, defined by

\[ x_k = \eta^2 \xi_k - 2\eta_k \sum_{l=1}^{3} \xi_l \eta_l, \quad y_k = \frac{\eta_k}{\eta^2}, \quad k = 1, 2, 3, \quad (2.6.1) \]

where \( \eta^2 = \eta_1^2 + \eta_2^2 + \eta_3^2 \neq 0 \), can be extended to a canonical transformation of the twelve independent variables (x_k, y_k) to (\xi_k, \eta_k), k = 1, ..., 6.

Proof. By Theorem 2.5.1 (2.6.1) is a canonical transformation in the six variables x_k, y_k, k = 1, 2, 3. Let

\[ A = (x_{k\xi}), B = (x_{k\eta}), C = (y_{k\xi}), D = (y_{k\eta}). \]
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Then, \( M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \), the Jacobian matrix of the transformation (2.6.1) is symplectic. We extend the transformation (2.6.1) to a transformation of \((x_k, y_k)\) to \((\xi_k, \eta_k)\), \(k = 1, \ldots, 6\), by defining

\[
x_k = \xi_k, \quad y_k = \eta_k, \quad k = 4, 5, 6.
\]

Then the Jacobian matrix of the extended transformation is

\[
M_1 = \begin{pmatrix}
A & 0 & B & 0 \\
0 & E_3 & 0 & 0 \\
0 & 0 & D & 0 \\
0 & 0 & 0 & E_3
\end{pmatrix}
\]

where \( E_3 \) is the three-rowed unit matrix. Denoting by \( J \) the twelve-rowed square matrix \( J = \begin{pmatrix} 0 & E_6 \\ -E_6 & 0 \end{pmatrix} \) where \( E_6 = \begin{pmatrix} E_3 & 0 \\ 0 & E_3 \end{pmatrix} \), it is easy to verify that \( M_1'J M_1 = J \), using the fact that \( M \) is symplectic. This proves the fact that (2.6.1) and (2.6.2) together define a canonical transformation which extends (2.6.1).

Now we recall that \( s = \int_\tau^t \frac{dt}{x} \) converges, as \( t \to t_1 \), to a finite limit

\[
s_1 = \int_\tau^{t_1} \frac{dt}{x}.
\]

We consider the variables \( \xi_k, \eta_k \) as functions of the real variable \( s \) in the interval \( 0 \leq s < s_1 \). We know that \( x_k, y_k \) are regular analytic functions of \( t \) in \( \tau \leq t < t_1 \) and hence, \( \xi_k, \eta_k \), defined by (2.6.1) and (2.6.2), are regular analytic functions of \( s \) in \( 0 \leq s < s_1 \). Then we have the following

**Theorem 2.6.2.** The functions \( \xi_k = \xi_k(s) \) and \( \eta_k = \eta_k(s) \), \( k = 1, \ldots, 6 \), can be continued analytically as regular analytic functions of \( s \) to a neighbourhood of \( s = s_1 \).

**Proof.** Since the canonical transformation defined by (2.6.1) and (2.6.2) is independent of the variable \( s \), the Hamiltonian equations keep their form and therefore the Hamiltonian system

\[
x_k' = F_{y_k}, \quad y_k' = -F_{x_k}, \quad k = 1, \ldots, 6,
\]

where

\[
F = x(T - U - h)
\]

(2.6.3)
governing the system
\[ \xi_2' = F_\eta, \eta_2' = -F_{\xi}, \quad k = 1, \ldots, 6, \]  
(2.6.4)
where \( F(\xi, \eta) = F(x, y) = x(T - U - h) \). In order to prove the theorem it is sufficient to prove that \( F_{\eta}, F_{\xi} \) are bounded regular analytic functions of the twelve variables \( (\xi, \eta) \) in some bounded closed region of 12-dimensional \( (\xi, \eta) \)-space. For this purpose we express \( F \) as a function of the variables \( (\xi_k, \eta_k) \). From the definition, we have

\[
T = \frac{1}{2} \left( \frac{1}{m_1} + \frac{1}{m_3} \right) y^2 + \frac{1}{2} \left( \frac{1}{m_2} + \frac{1}{m_3} \right) \left( y_2^2 + y_3^2 + y_6^2 \right) + \frac{1}{m_3} (y_1 y_4 + y_2 y_5 + y_3 y_6),
\]

\[
U = \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} + \frac{m_1 m_3}{x},
\]
where \( x^2 = x_1^2 + x_2^2 + x_3^2, y^2 = y_1^2 + y_2^2 + y_3^2, r_{12}^2 = x_1^2 + x_2^2 + x_3^2 \) and \( r_{23}^2 = (x_1 - x_4)^2 + (x_2 - x_5)^2 + (x_3 - x_6)^2 \). On the other hand, we have from §5 \( \varphi_2^2 = \frac{1}{\eta}, x = \xi \eta^2, xy^2 = \xi \) with \( \xi^2 = \xi_1^2 + \xi_2^2 + \xi_3^2, \eta^2 = \eta_1^2 + \eta_2^2 + \eta_3^2 \).

Then we can write, by (2.6.1),

\[
\varphi_2^2 = \sum_{k=1}^{3} (x_k - \xi_{k+3})^2, \quad \varphi_2^2 = \sum_{k=1}^{3} \xi_{k+3}^2 \quad \text{where} \quad x_k = \eta_1 \xi_k - 2 \eta_k \sum_{l=1}^{3} \xi_l \eta_l.
\]

Denoting by \( b \) the positive constant \( \frac{1}{2}(1/m_1 + 1/m_3) \), we have

\[
\varphi = b \xi + \frac{1}{2} \left( \frac{1}{m_2} + \frac{1}{m_3} \right) \left( \eta_1^2 + \eta_2^2 + \eta_6^2 \right) \xi \eta^2 + \frac{\xi}{m_3} (\eta_1 \eta_4 + \eta_2 \eta_5 + \eta_4 \eta_6)
\]

\[-h \eta \xi^2 - \left( \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} \right) \xi \eta^2 - m_1 m_3. \]  
(2.6.5)

In order to apply Cauchy’s theorem on analytic continuation we need to prove that \( F_{\xi_k}, F_{\eta_k} \) are bounded regular functions of the twelve independent variables \( (\xi_k, \eta_k), k = 1, \ldots, 6 \). We have proved in §5 that \( xy^2 \to 2(m_1 m_3)^2 (m_1 + m_3)^{-1} = c > 0 \). In other words,

\[
\xi \to c > 0 \quad \text{as} \quad s \to s_1. \]  
(2.6.6)
Also \( \eta_k = y_k y^{-2} \to 0 \) as \( t \to t_1 \), i.e. as \( s \to s_1 \). Since \( y \to \infty \) as \( t \to t_1 \), it follows that in a sufficiently small neighbourhood of \( t = t_1 \) we have \( y \neq 0 \). Let \( s_0 \) be a number in \( 0 \leq s < s_1 \) such that \( y = y(s) \neq 0 \) in \( s_0 \leq s < s_1 \).

We know already that \( \xi_k, \eta_k, k = 1, \ldots, 6 \), are regular analytic functions of \( s \) in \( 0 \leq s < s_1 \). By Theorem \( \ref{regularisation} \) we know that \( P_2 \) stays away from the colliding points \( P_1, P_3 \) and that its velocity components have finite limits as \( t \to t_1 \) and hence as \( s \to s_1 \). Then it follows that \( \eta_4, \eta_5 \) and \( \eta_6 \) have finite limits as \( s \to s_1 \). Moreover, all the absolute coordinates \( q_k \) tend to finite limits as \( t \to t_1 \), and hence \( \xi_k + 3 = q_k + 3 = q_k + 3 - q_k + 6 \), \( k = 1, 2, 3 \), tend to finite limits as \( s \to s_1 \). By \( \ref{regularisation} \), \( \xi \to c > 0 \) as \( s \to s_1 \), and it will appear later that \( \xi_1, \xi_2, \xi_3 \) themselves tend to finite limits.

We choose the number \( s_0 \) in the interval \( 0 \leq s < s_1 \) so close to \( s_1 \) that for \( s_0 \) in the interval \( s_0 \leq s < s_1 \), \( \xi = \xi(s) \) lies in the interval \( c/2 \leq \xi(s) \leq 2c \). We have also seen that \( r_{12} \) and \( r_{23} \) remain bounded below by positive constants in \( s_0 \leq s < s_1 \).

We now consider \( \xi_k, \eta_k, k = 1, \ldots, 6 \), as twelve independent variables. Let \( D \) be a bounded closed region in the 12 dimensional \((\xi, \eta)\)-space defined as follows. Let \((\xi_1, \xi_2, \xi_3)\) be restricted to the annular region \( D_1 : c/2 \leq \xi \leq 2c \) in 3 - dimensional \( \xi \)-space. Since \( \xi_4, \xi_5, \xi_6, \eta_4, \eta_5, \eta_6 \) have finite limits as \( s \to s_1 \), and \( \eta_1, \eta_2, \eta_3 \to 0 \) as \( s \to s_1 \), we can enclose the points \((\xi_4, \xi_5, \xi_6, \eta_1, \ldots, \eta_6)\), for \( s \) sufficiently close to \( s_1 \), in a bounded closed region \( D_2 \) in 9-dimensional space such that \( D_2 \) contains all the limit values of \( \xi_4, \xi_5, \xi_6, \eta_1, \ldots, \eta_6 \) in its interior. Moreover we can choose \( D_2 \) so small that \( r_{12}^{-1} \) and \( r_{23}^{-1} \) are bounded. Then we take \( D = D_1 \times D_2 \).

Consider the function \( F \) in the region \( D \). \( F \) contains \( r_{12} \) and \( r_{23} \) in the denominator. On differentiation we observe that \( F_{\xi_k} \) is a function of \((\xi_k, \eta_k)\) with \( \xi, r_{12}, r_{23} \) occurring in the denominator. Since \( \xi \) is bounded away from zero for \((\xi_1, \xi_2, \xi_3) \in D_1 \) and \( r_{12}^{-1}, r_{23}^{-1} \) are bounded, it follows that the \( F_{\eta_k} \) are regular analytic functions of \( \xi_k, \eta_k, k = 1, \ldots, 6 \), in \( D \). For the same reason the \( F_{\eta_k} \) are regular analytic in \( D \). Consider the orbit \((\xi_k(s), \eta_k(s)), s_0 \leq s < s_1 \cdot (\xi_k(s), \eta_k(s)) \) is a curve in twelve-dimensional Euclidean space. If \( s_0 \) is so chosen that the interval \([s_0, s_1]\) is sufficiently
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small, then this curve lies completely in the region $D$. Thus the hypotheses ensuring the existence of analytic continuation of solutions (Chapter I, §3) are satisfied for the system of differential equations

$$
\xi_k' = \mathcal{F}_{\eta_k}, \eta_k' = -\mathcal{F}_{\xi_k}, \ k = 1, \ldots, 6.
$$

It follows that the solution $\xi_k = \xi_k(s), \eta_k = \eta_k(s)$ can be continued analytically on regular analytic functions of $s$ in a neighbourhood of $s = s_1$. (Actually it is possible to continue analytically even to a complex neighbourhood of $s = s_1$). This neighbourhood can be determined explicitly by obtaining estimates for the derivatives $\mathcal{F}_{\xi_k}$ and $\mathcal{F}_{\eta_k}$; it is quite straightforward to compute these estimates and we shall not do this. Thus it follows, in particular, that $\xi_k$ tend to finite limits $\xi_{kl}$ as $s \to s_1$ and the $\eta_k$ are regular analytic at $s = s_1$ with $\eta_k \to 0$ as $s \to s_1$, $k = 1, 2, 3$. This completes the proof of the theorem.

Theorem 2.6.2 implies that we can expand $\xi_k, \eta_k$ as power-series in $s - s_1$ in a neighbourhood of $s = s_1$. Substituting the expansions in the differential equations we obtain the coefficients of the power-series for $\xi_k(s)$ and $\eta_k(s)$. We consider first $\eta_k, \ k = 1, 2, 3$. Since $\frac{\xi_k}{\xi} = \frac{\xi_k}{\xi}$, $k = 1, 2, 3$, we find on differentiating $\mathcal{F}$ with respect to $\xi$, that

$$
\eta_k' = -\mathcal{F}_{\xi_k} = \frac{b \xi_k}{\xi} + \text{terms vanishing for } s = s_1.
$$

Since $\xi \to c$ and $\xi_k \to \xi_{kl}$ as $s \to s_1$, we can expand $\frac{\xi_k}{\xi}$ as a power series in $s - s_1$ in a neighbourhood of $s = s_1$ and obtain

$$
\eta_k' = -\frac{b}{c} \xi_{kl} + \text{terms of degree } \geq 1 \text{ in } s - s_1, \ k = 1, 2, 3.
$$

Integrating from $s$ to $s_1$, for $s$ in a neighbourhood of $s_1$, and using the fact that $\eta_k \to 0$ as $s \to s_1$, i.e. $\eta_k(s_1) = 0$, we see that

$$
\eta_k = -\frac{b}{c} \xi_{kl}(s - s_1) + \text{terms of degree } \geq 2 \text{ in } s - s_1, \ k = 1, 2, 3. \ (2.6.7)
$$
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But \( \left( \frac{\xi(s_1)}{c} \right)^2 = \left( \frac{\xi_{11}}{c} \right)^2 + \left( \frac{\xi_{21}}{c} \right)^2 + \left( \frac{\xi_{31}}{c} \right)^2 = 1 \). Squaring both sides of (2.6.7) and adding up for \( k = 1, 2, 3 \), we have

\[
\eta^2 = b^2(s-s_1)^2 + \text{terms of higher order, } b \neq 0 \quad (2.6.8)
\]

which gives the following expansions for \( y_k, k = 1, 2, 3 \):

\[
y_k = \frac{\eta_k}{\eta^2} = -\frac{1}{bc} \xi_{k1}(s-s_1)^{-1} + \text{terms of degree } \geq 0 \text{ in } s-s_1. \quad (2.6.9)
\]

This shows that at least one of the velocity components of \( P_1 \) and \( P_3 \) has a simple pole at \( s = s_1 \) and hence becomes infinite of the order of \( (s-s_1)^{-1} \) as \( s \to s_1 \). On the other hand, we have

\[
\xi_k(x) = \xi_{k1} + \text{terms of degree } \geq 1 \text{ in } s-s_1, \quad k = 1, 2, 3, \quad (2.6.10)
\]

so that

\[
\xi(s) = c + \text{terms of degree } \geq 1 \text{ in } s-s_1, \quad (2.6.11)
\]

where \( c^2 = \xi_{11}^2 + \xi_{21}^2 + \xi_{31}^2 \). Substituting (2.6.7), (2.6.8) and (2.6.10) in (2.6.11) we obtain

\[
x_k = \eta^2 \xi_k - 2\eta \sum_{i=1}^{3} \xi_i \eta_i
\]

\[
= b^2 \xi_{k1}(s-s_1)^2 + \ldots - 2\left( \frac{bc}{c} \xi_{k1}(s-s_1) + \ldots \right) (-bc(s-s_1) + \ldots)
\]

or

\[
x_k = -b^2 \xi_{k1}(s-s_1)^2 + \text{terms of degree } \geq 3 \text{ in } (s-s_1), \quad k = 1, 2, 3. \quad (2.6.12)
\]

Squaring and summing over \( k = 1, 2, 3 \), we get

\[
x = b^2c(s-s_1)^2 + \text{terms of degree } \geq 3 \text{ in } s-s_1. \quad (2.6.13)
\]

By the definition of \( s \) we have \( t' = \frac{dt}{ds} = x \). Integrating this over a sufficiently small interval \( (s, s_1) \) we get

\[
t - t_1 = \frac{b^2c}{3}(s-s_1)^3 + \text{terms of degree } > 3 \text{ in } (s-s_1). \quad (2.6.14)
\]
Since $b \neq 0$, $c \neq 0$, we can invert this power-series in a neighbourhood of $s = s_1$ and obtain

$$s_1 - s = \left( \frac{3}{b^2c}(t_1 - t) \right)^{1/3} + \text{terms of higher order in } (t_1 - t)^{1/3}.$$  \hspace{1cm} (2.6.15)

As a consequence of (2.6.15) and the expansions (2.6.7) and (2.6.10) for $\xi_k, \eta_k$, it follows that $\xi_k, \eta_k$ have power-series expansions in $(t - t_1)^{1/3}$ in some neighbourhood of $t = t_1$. Similarly the expansion (2.6.12) for $x_k$ shows that $x_k$ also has a power-series expansion in $(t - t_1)^{1/3}$ in a neighbourhood of $t = t_1, k = 1, 2, 3$. But from (2.6.9) we see that

$$y_k = \frac{\eta_k}{\eta^2} = -\frac{1}{bc^2} \xi_k (s - s_1)^{-1} + \ldots$$

$$= \frac{1}{bc^2} \xi_k \left( \frac{3}{b^2c}(t - t_1) \right)^{-1/3} + \ldots, k = 1, 2, 3,$$

contains also negative powers of $(t - t_1)^{1/3}$. This proves our conjecture that $t = t_1$ is an algebraic branch-point for some coordinate function $x_k, k = 1, 2, 3$, and that there are three sheets at the branch-point $t = t_1$.

As we mentioned earlier, Weierstrass had already asserted the existence of power-series expansions for the solution of the three-body problem in cube-roots of $t - t_1$. However, a proof was given explicitly for the first time by Sundman. Sundman’s method was different from the one we have described. He did not use canonical transformations. They were first used by Levi-Civita. Sundman also showed that if we introduce the variable $s$, then we can get analytic continuations of the solutions even beyond $s = s_1$. As we pass the singularity $s = s_1$, it follows from (2.6.14), since the power-series starts with an odd power of $s - s_1$, that we can go beyond $t = t_1$ through real values. Because of (2.6.12), the collision thus means only a reflection of the colliding masses. The same system of differential equations continues to be satisfied after the collision and so we are led back to the old problem. We can therefore continue the orbit and there are only two possibilities. Either no further collision occurs, or there is a next singularity $t_2$ at which there is a collision which cannot be a general collision if $\lambda^2 + \mu^2 + \nu^2 > 0$. This second collision may, however, not be between the same two masses as before.
And this process may continue. Suppose that \( t_1, t_2, \ldots \) are the times of the successive simple collisions. Then, either this sequence is finite, in which case all the coordinates are regular analytic functions beyond the last singularity, or there is an infinite sequence of simple collisions. In the latter case Sundman proved that \( t_n \to \infty \) necessarily as \( n \to \infty \). This is done in the following way. Suppose, if possible, that \( t_n \) has a finite limit point \( t_\infty \) as \( n \to \infty \). We know that the potential function \( U(t) \to \infty \) as \( t \to t_n \) for each \( n = 1, 2, \ldots, \) and that \( U(t) \) is finite between any two successive collision times \( t_{n-1}, t_n, n = 2, 3, \ldots \). We now assert that \( U(t) \to \infty \) as \( t \to t_\infty \). For, if not, let \( U(t) < A \) for \( t \) arbitrarily near \( t_\infty \).

Then by the Cauchy existence theorem the coordinate functions \( q(t) \) are regular analytic functions in a neighbourhood \( |t-t_o| < B \) of \( t_o \) where \( B \) is a constant depending on \( A \), the masses and the energy constant. Hence the \( q(t) \) are regular at \( t = t_\infty \) and so \( U = T - h \) is regular at \( t = t_\infty \). However, this is not possible since in any neighbourhood of \( t_\infty \) there exists a \( t_n \) at which \( U \) becomes infinite. Thus \( U(t) \to \infty \) as \( t \to t_\infty \).

Consequently, \( r(t) = \min(r_{12}, r_{23}, r_{13}) \) tends to zero as \( t \to t_\infty \). Now, by the Lagrange formula, \( \dot{\sigma} > 0 \) in a sufficiently small interval \( t_o \leq t < t_\infty \). However, \( \dot{\sigma} \) is infinite at each \( t = t_n \), \( n = 1, 2, \ldots \). We have seen that \( \dot{\sigma} \) is continuous from the left at \( t = t_1 \) and we see similarly this is so at each \( t = t_n \), and we conclude from our earlier discussion that it is also continuous on the right at each \( t = t_n \). Thus \( \dot{\sigma} \) is continuous and monotone increasing in \( t_o \leq t < t_\infty \). From this it follows as before that \( \sigma \) has a positive lower bound in \( t_o \leq t < t_\infty \) if \( \lambda^2 + \mu^2 + \nu^2 > 0 \). And now repeating our earlier argument we see that as \( t \to t_\infty \), exactly one side of the triangle \( P_1, P_2, P_3 \), say \( r(t) = r_{13} \), tends to zero, and the other sides remain bounded away from zero. By the continuity of the distance functions we see that the collision is always between the same pair of points \( P_1, P_3 \) for all large \( n \) and hence we can take \( r(t) = r_{13} \) for all large \( n \). By our earlier arguments we can uniformize the coordinate functions \( q(t) \) near \( t = t_n \) for each \( n = 1, 2, \ldots \) by means of the uniformising variable

\[
s_n = \int_{t_o}^{t_n} \frac{dt}{r(t)},
\]

the integral converging for each \( n \). Repeating our earlier argument we
see that $\dot{\sigma}$ is bounded as $t \to t_\infty$ and the integral

$$s_\infty = \int_{t_0}^{t_\infty} \frac{dt}{r(t)}$$

converges and so $s_n$ tends to a finite limit $s_\infty$ as $t \to t_\infty$. We can then prove that the coordinate functions $q(t)$ are regular analytic functions of $s$ in a neighbourhood of $s = s_\infty$. Moreover, $s$ and $t$ are regular functions of each other and $\frac{dt}{ds} = r(t)$. Therefore $r(t) = r(t(s))$ is regular in a neighbourhood of $s = s_\infty$. But $r(t) = 0$ for each $t_n$, so that the analytic function $r(t)$ has an infinity of zeros in a neighbourhood of $s = s_\infty$. Thus $r(t) \equiv 0$ in a neighbourhood of $s = s_\infty$ and this is impossible. This proves the assertion that the times of successive simple collisions $t_n$ do not have a finite limit point.

Hereafter we shall deal with the general collision at $t = t_1$, in which case the singularity terms out, in general, to be an essential singularity.
Chapter 3

The three-body problem: general collision

1 Asymptotic estimates

In this chapter we shall be concerned with the problem of determining the nature of the first singularity of the three-body problem when there is a general collision, that is when all the mass-points collide at \( t = t_1 \). We shall show that in this case, \( t = t_1 \) is in general an essential singularity for at least one of the coordinate functions of the masses.

Let us denote as before the coordinates of the three mass-points \( P_k \) by \((x_k, y_k, z_k)\), \( k = 1, 2, 3 \), and their masses by \( m_k \). Also let \( q \) denote any one of the nice coordinate functions \( x_1, \ldots, z_3 \). We recall that if \( U \) denotes the potential function

\[
U = \frac{m_1 m_2}{r_{12}} + \frac{m_2 m_3}{r_{23}} + \frac{m_1 m_3}{r_{13}}, \tag{3.1.1}
\]

then the equations of motion are given by

\[
mq = U_q. \tag{3.1.2}
\]

We have the ten algebraic integrals associated with the system namely, the six integrals of the centre of gravity, the three integrals of angular
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Moments and the energy integral these are given by

\[\sum_{k=1}^{3} m_k x_k = \alpha t + \alpha', \sum_{k=1}^{3} m_k y_k = \beta t + \beta', \sum_{k=1}^{3} m_k z_k = \gamma t + \gamma';\]

\[\sum_{k=1}^{3} m_k (x_k \dot{y}_k - y_k \dot{x}_k) = \lambda, \sum_{k=1}^{3} m_k (y_k \dot{z}_k - z_k \dot{y}_k) = \mu,\]

\[\sum_{k=1}^{3} m_k (z_k \dot{x}_k - x_k \dot{z}_k) = \nu; \quad (3.1.3)\]

\[T - U = h. \quad (3.1.4)\]

We may assume, by changing the coordinates by linear functions of the variable \(t\), that the centre of gravity remains fixed at the origin throughout the motion, so that

\[\sum_{k=1}^{3} m_k x_k = \sum_{k=1}^{3} m_k y_k = \sum_{k=1}^{3} m_k z_k = 0. \quad (3.1.5)\]

Let \(t = t_1\) be the first singularity. So all the coordinates \(q(t)\) are regular analytic functions in the interval \(t_0 \leq t < t_1\), and at least one coordinates ceases to be regular at \(t_1\). Let \(\rho_k\) denote the distance of the point \(P_k\) from the centre of gravity 0:

\[\rho_k^2 = x_k^2 + y_k^2 + z_k^2, \; k = 1, 2, 3. \quad (3.1.6)\]

We introduced in Chapter 2 the moment of inertia

\[\sigma \equiv \sum_q m q^2 = \sum_{k=1}^{3} m_k \rho_k^2. \quad (3.1.7)\]

Differentiating this twice in succession with respect to we have

\[\frac{1}{2} \ddot{\sigma} = \sum_q m q \ddot{q}, \; \frac{1}{2} \dddot{\sigma} = \sum_q m \dddot{q}^2 + \sum_q m q \dddot{q}. \quad (3.1.8)\]
Then we obtain the Lagrange formula
\[ \frac{1}{2} \ddot{\sigma} = 2T - U, \] (3.1.9)
which can be written, by means of (3.1.4), also as
\[ \frac{1}{2} \ddot{\sigma} = T + h = U + 2h \] (3.1.10)
By Theorem 2.2.1 we know that \( U(t) \to \infty \) as \( t \to t_1 \), so that for \( t \) sufficiently close to \( t_1 \), \( U + 2h > 0 \) and so \( \dot{\sigma} > 0 \) and hence \( \sigma \) is a convex function of \( t \) and has a limit (non-negative) as \( t \to t_1 \). We observe that \( \sigma = 0 \) if and only if all the coordinates \( q \) vanish, that is, \( P_1, P_2, \ldots, P_3 \) are all at 0. Since by assumption \( t_1 \) is the first singularity, there is no collision in the interval \( \tau \leq t < t_1 \) itself. We have seen in Chapter 2 that \( \sigma(t) \) has a limit \( \sigma_1 > 0 \) or \( \geq 0 \) according as \( \dot{\sigma}(t) \) is monotone increasing or monotone decreasing in a small interval to the left of \( t_1 \), that is, according as \( \dot{\sigma}(t) > 0 \) or \( \dot{\sigma}(t) < 0 \) in this interval. If \( \sigma_1 > 0 \) there is only a simple collision at \( t = t_1 \). We have studied this case in Chapter 2. So we shall consider only the case \( \sigma_1 = 0 \) (which can happen only when \( \dot{\sigma}(t) < 0 \)) and study the nature of the singularity more closely in this case.

We shall now change our notation and introduce the variable \( t_1 - t \) instead of \( t \). It is clear that the equations of motion (3.1.2) remain invariant under this change of variable. Then as \( t \) varies in the interval \( \tau \leq t < t_1 \), the variable \( t_1 - t \) varies in the interval \( 0 < t_1 - t \leq t_1 - \tau \) and \( t_1 - t \) tends to 0 through decreasing values as \( t \to t_1 \) through increasing values. From now on we shall write \( t \) in place of the variable \( t_1 - t \) and \( \tau \) in place of \( t_1 - \tau \). Thus in the new notation \( 0 < t \leq \tau \) and \( t \to 0 \) through decreasing real values. We consider the coordinates \( q \) as functions of the new variable \( t \) and write again \( q = q(t) \). Now \( U(t) \to \infty \) as \( t \to 0 \) and hence in a sufficiently small interval \( 0 < t \leq t_o \) with \( 0 < t_o \leq \tau \), we have \( U(t) + 2h > 0 \) so that \( \dot{\sigma}(t) > 0 \) in \( 0 < t < t_o \). Therefore \( \sigma(t) \) is again a convex function of \( t \) in \( 0 < t \leq t_o \). Moreover, \( \dot{\sigma}(t) > 0 \) implies that \( \dot{\sigma}(t) \) is monotone increasing as \( t \) decreases to 0 and is positive in \( 0 < t \leq t_o \).
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We shall now study the asymptotic behaviour of $\sigma(t)$ and $\dot{\sigma}(t)$ as $t \to 0$. First of all we have the following inequality:

**Theorem 3.1.1.** $\dot{\sigma}^2 \leq 8\sigma T$ for $0 < t \leq t_0$.

**Proof.** By the definition of $\sigma$ and $T$ we have $2\sigma T = \sum \dot{q}_k \sum m_k q_k^2$. For arbitrary real numbers $\alpha_k, \beta_k, k = 1, \ldots, r$, we have the following identity of Lagrange (see Chapter 2, §2):

$$
\sum_{k=1}^r \alpha_k^2 + \sum_{k=1}^r \beta_k^2 = \left( \sum_{k=1}^r \alpha_k \beta_k \right)^2 + \sum_{1 \leq k < l \leq r} (\alpha_k \beta_l - \alpha_l \beta_k)^2. 
$$

Taking $r = 9$ and $\alpha_k = q_k \sqrt{m_k}, \beta_k = \dot{q}_k \sqrt{m_k}$, we obtain

$$2\sigma T = \left( \frac{1}{2} \dot{\sigma} \right)^2 + \sum_{1 \leq k < l \leq 9} m_k m_l (q_k \dot{q}_l - q_l \dot{q}_k)^2 \quad (3.1.11)$$

But

$$\sum_{1 \leq k < l \leq 9} m_k m_l (q_k \dot{q}_l - q_l \dot{q}_k)^2 \geq 0.$$ 

Hence from (3.1.11) we get $2\sigma T \geq \left( \frac{1}{2} \dot{\sigma} \right)^2$, i.e. $\dot{\sigma}^2 \leq 8\sigma T$, which completes the proof. $\square$

**Theorem 3.1.2.** There is a positive constant $\kappa$ such that

$$\sigma(t) \sim \kappa t^{4/3} \text{ as } t \to 0; \quad (3.1.12)$$

$$\dot{\sigma}(t) \sim \frac{4}{3} \kappa t^{1/3} \text{ as } t \to 0. \quad (3.1.13)$$

**Proof.** By Theorem 3.1.1, $8\sigma T - \dot{\sigma}^2 \geq 0$. By the Lagrange formula (5.1.4), $\dot{\sigma} = 2T + 2h$ and this can be written

$$\dot{\sigma} = \frac{1}{4} (8\sigma T - \dot{\sigma}^2 + \dot{\sigma}^2) \sigma^{-1} + 2h,$$

and hence,

$$\dot{\sigma} - \frac{1}{4} \dot{\sigma}^2 \sigma^{-1} = \frac{1}{4} (8\sigma T - \dot{\sigma}^2) \sigma^{-1} + 2h. \quad (3.1.14)$$
Multiplying both sides by $\sigma^{-1/4}$ we find that

$$
(\dot{\sigma}\sigma^{-1/4}) = \ddot{\sigma}\sigma^{-1/4} - \frac{1}{4} \dot{\sigma}^2 \sigma^{-5/4} = \frac{1}{4} (8\sigma T - \dot{\sigma}^2) \sigma^{-5/4} + 2h\sigma^{-1/4}.
$$

If we denote by $\sigma_o, \dot{\sigma}_o$ the values of $\sigma(t)$ and $\dot{\sigma}(t)$, at $t = t_o$, we obtain, on integration from $t$ to $t_o$,

$$
\dot{\sigma}_o \sigma^{-1/4} - \dot{\sigma} \sigma^{-1/4} = \frac{1}{4} \int_t^{t_o} (8\sigma T - \dot{\sigma}^2) \sigma^{-5/4} \, dt + 2h \int_t^{t_o} \sigma^{-1/4} \, dt. \quad (3.1.15)
$$

Here $\sigma(t)$ and $\dot{\sigma}(t)$ are positive and hence $\dot{\sigma}\sigma^{-1/4} \geq 0$ as $t \to 0$, so it can only become $+\infty$ if it has no finite limit as $t \to 0$. Consequently the left side can at worst become $-\infty$ as $t \to 0$. On the right side, $(8\sigma T - \dot{\sigma}^2) \sigma^{-5/4} \geq 0$ by Theorem 3.1.1 and so $\int_t^{t_o} (8\sigma T - \dot{\sigma}^2) \sigma^{-5/4} \, dt \geq 0$.

This has either a finite positive limit as $t \to 0$, or it tends to $+\infty$ as $t \to 0$. We shall, however, show that this integral converges and that $\dot{\sigma}\sigma^{-1/4}$ tends to a finite limit. For this it is sufficient to prove that the integral $\int_t^{t_o} \sigma^{-1/4} \, dt$ converges as $t \to 0$.

We shall get a lower estimate for $\sigma$. In the following $\mu_1, \mu_2, \ldots$ denote positive constants which depend only on the masses $m_1, m_2, m_3$. Let $\mu = \min_{k=1,2,3} m_k$, so that $\sigma \geq \mu (\rho_1^2 + \rho_2^2 + \rho_3^2)$ and by the Schwarz inequality this gives $\sigma \geq \frac{\mu}{9} (\rho_1 + \rho_2 + \rho_3)^2$. By the triangle inequality we have $r_{12} \leq \rho_1 + \rho_2$ and hence

$$
\dot{\sigma} \geq \frac{\mu}{9} r_{12}^2, \quad \text{or} \quad \frac{1}{r_{12}} > \mu_1 \sigma^{-1/2}. \quad (3.1.16)
$$

This gives a lower estimate for the potential function: $U(t) > \mu_2 \sigma^{-1/2}$. Moreover, $\frac{1}{2} \dot{\sigma} = U + 2h$ so that, for $t$ sufficiently near 0,

$$
\dot{\sigma}(t) > \mu_3 \sigma^{-1/2}, \quad (3.1.17)
$$
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and on multiplication throughout by $2\sigma$, $(\dot{\sigma}^2) \leq 4\mu_3(\sigma^{1/2})^*$. Integrating this from 0 to $t$ we have

$$\dot{\sigma}^2 - \dot{\sigma}(0)^2 \geq \mu_4(\sigma^{1/2} - \sigma(0)^{1/2}).$$

Since $\sigma \to 0$ as $t \to 0$, $\sigma(0) = 0$ and further, $\dot{\sigma}(0)^2 \geq 0$, so that

$$\dot{\sigma}^2 \geq \mu_4 \sigma^{1/2}, \quad \text{and hence}$$

$$\sigma \geq \mu_5 \sigma^{1/4}. \quad (3.1.18)$$

Then $(\sigma^{3/4})^* = \frac{3}{4} \dot{\sigma} \sigma^{-1/4} \geq \frac{3}{4} \mu_5$, which on integration from 0 to $t$, with $\sigma(0) = 0$, gives $\sigma^{3/4} \geq \mu_6 t$, or

$$\sigma(t) \geq \mu_7 t^{4/3}, \quad 0 < t \leq t_o. \quad (3.1.19)$$

Thus we obtain an upper estimate for the integral $\int_{t_o}^{t} \sigma^{-1/4} \, dt$:

$$\int_{t_o}^{t} \sigma^{-1/4} \, dt \leq \mu_8 \int_{t}^{t_o} t^{-1/3} \, dt,$$

and the last integral converging as $t \to 0$, the convergence of $\int_{t_o}^{t} \sigma^{-1/4} \, dt$ follows.

Now we shall show that $\sigma(t)$ actually behaves like $t^{4/3}$ asymptotically as $t \to 0$. Consider the identity (5.1.15). Since the second integral on the right converges, it follows that $\dot{\sigma} \sigma^{-1/4}$ tends to a finite limit $a \geq 0$ as $t \to 0$. So $(\sigma^{3/4}) = \frac{3}{4} \dot{\sigma} \sigma^{-1/4} \to \frac{3}{4} a$ as $t \to 0$. In other words, $(\sigma^{3/4}) = \frac{3}{4} a + o(1)$ as $t \to 0$. Integrating this from 0 to $t$ we see that

$$\sigma^{3/4} = \frac{3}{4} a + o(t),$$

which implies that, as $t \to 0$,

$$\sigma(t) \sim \left(\frac{3}{4} a\right)^{4/3} t^{4/3}. \quad (3.1.20)$$
The constant \( a \) is necessarily positive as \( a = 0 \) would imply that \( \sigma(t) \to 0 \) more rapidly than \( t^{4/3} \) as \( t \to 0 \), which is not possible because of (3.1.19). So \( a > 0 \); let \( \kappa = \left( \frac{3}{4}a \right)^{3/4} \). Then we have \( \sigma \sim \kappa t^{4/3} \) as \( t \to 0 \), which proves the first assertion. Further, from \( \frac{3}{4} \dot{\sigma} \sigma^{-1/4} = \frac{3}{4} a + o(1) \), we have

\[
\dot{\sigma} = a \sigma^{1/4} + o(\sigma^{1/4}) \sim \frac{4}{3} \kappa^{3/4} \kappa^{1/4} t^{1/3},
\]

that is, \( \dot{\sigma} \sim \frac{4}{3} \kappa t^{1/3} \) as \( t \to 0 \). This completes the proof of the theorem.

We remark that the asymptotic estimate for \( \dot{\sigma} \) proved directly in Theorem 3.1.2 is an improvement over the asymptotic estimate \( \sigma \sim \kappa t^{4/3} \), in the following sense. If we could “differentiate” the asymptotic relation (3.1.12) for \( \sigma \) with respect to \( t \), we would have obtained the asymptotic relation (3.1.13) for \( \dot{\sigma} \). But in general such a differentiation is not permissible and so the direct proof above is an improvement.

We conjecture that we can again “differentiate” the relation (3.1.13) formally and obtain an asymptotic estimate for \( \ddot{\sigma} \) in the form

\[
\ddot{\sigma} = \frac{4}{9} \kappa t^{-2/3} \text{ as } t \to 0. \tag{3.1.21}
\]

We shall see later that (3.1.21) in fact holds. For proving this we shall again use the Lagrange formula \( \frac{1}{2} \ddot{\sigma} = U + 2h \). So we proceed first to determine the asymptotic behaviour of \( U(t) \) itself as \( t \to 0 \).

Consider the function

\[
g(t) = (8\sigma T - \sigma^2)t^{-2/3}. \tag{3.1.22}
\]

In the course of the proof of Theorem 3.1.2 we have shown that the integral

\[
\int_t^{t_0} (8\sigma T - \sigma^2) \sigma^{-5/4} dt
\]
converges as \( t \to 0 \). This means that the integral \( \int_{t_0}^{t} g(t) t^{2/3} \sigma^{-5/4} dt \) converges as \( t \to 0 \). But we have proved above that \( \sigma \sim \kappa t^{4/5} \) and so \( \sigma^{-5/4} \sim \kappa^{-5/4} t^{-5/3} \). Hence
\[
\int_{t_0}^{t} g(t) t^{2/3} \sigma^{-5/4} dt = \int_{t_0}^{t} g(t) (\kappa^{-5/4} t^{-1} + o(t^{-1})) dt
\]
converges as \( t \to 0 \). In particular, the integral
\[
\int_{t_0}^{t} g(t) \frac{dt}{t}
\]
(3.1.23)
converges as \( t \to 0 \). But by Theorem 3.1.1, \( g(t) \geq 0 \) and therefore it follows that
\[
\lim_{t \to 0} g(t) = 0,
\]
for \( \lim_{t \to 0} g(t) > 0 \) would imply that the integral \( \int_{t_0}^{t} g(t) \frac{dt}{t} \) diverges. We shall next prove that
\[
\lim_{t \to 0} g(t) = 0.
\]
Suppose if possible that \( \lim_{t \to 0} g(t) > 3 \epsilon, \ 0 < \epsilon < 1 \). We shall prove that this leads to a contradiction. By the continuity of \( g(t) \) in the interval \( 0 < t \leq \tau \), we can find a decreasing sequence of numbers \( \tau \geq t_1 > t_2 > \ldots > 0 \) such that
\[
\epsilon \leq g(t) \leq 3 \epsilon, \ t_{2k} \leq t \leq t_{2k-1},
\]
(3.1.24)
\[
g(t_{2k}) = \epsilon, \ g(t_{2k-1}) = 3 \epsilon.
\]
(3.1.25)
By Theorem 3.1.2 we know that there exists a positive number \( \kappa \) depending only on the three masses such that \( \sigma(t) \sim \kappa t^{4/3} \) and \( \dot{\sigma}(t) \sim \frac{4}{3} \kappa t^{1/3} \) as \( t \to 0 \). Hence
\[
\sigma(t) = \kappa t^{4/3} (1 + \delta_\sigma(t)) \quad \dot{\sigma}(t) = \frac{4}{3} \kappa t^{1/3} (1 + \delta_1(t)),
\]
(3.1.26)
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where \( \delta_0(t), \delta_1(t) \to 0 \) as \( t \to 0 \). If an asymptotic estimate for \( T \) were known we could then get an estimate for \( 8\sigma T^{-2/3} \) and hence also for \( g(t) \). But we do not have such an estimate for \( T \) as yet. However, we can get an upper estimate for \( T \) as follows. From the definition of \( g \) we have

\[
T = \frac{1}{8}(g(t)T^{2/3} + \dot{\sigma}^2)\sigma^{-1}.
\]

By (3.1.24), \( g(t) \leq 3\epsilon, t_{2k} \leq t \leq t_{2k-1} \). On the other hand, by (3.1.26),

\[
\sigma^{-1} = k^{-1}t^{-4/3}(1 + \delta_0(t))^{1/3}, \quad \dot{\sigma}^2 = \left(\frac{4}{3}k\right)^2 t^{-2/3}(1 + \delta_1(t))^2.
\]

Hence we obtain

\[
T \leq \frac{1}{8}(3\epsilon t^{2/3} + \left(\frac{4}{3}k\right)^2 t^{-2/3}(1 + \delta_1(t))^{1/3})k^{-1}t^{4/3}(1 + \delta_0(t))^{-1}.
\]

It follows that \( T \leq \text{constant}. \ t^{-2/3} \), that is

\[
T = 0(t^{-2/3}) t_{2k} \leq t \leq t_{2k-1}, k \to \infty.
\]

(3.1.27)

Since \( T = \frac{1}{2} \sum \dot{q}^2 \), (3.1.27) implies, in particular, that \( \dot{q}^2 = 0(t^{-2/3}) \) as \( t \to 0, t_{2k} \leq t \leq t_{2k-1} \), so that we have an estimate for the velocity components of \( P_1, P_2, P_3 \):

\[
\dot{q} = 0(t^{-1/3}) \text{ as } t \to 0.
\]

(3.1.28)

In view of the energy integral \( T - U = h \) then we have

\[
U = T - h = 0(t^{-2/3}) \text{ as } t \to 0.
\]

(3.1.29)

By the definition of \( U \), (3.1.29) implies that

\[
r_{kl}^{-1} = 0(t^{-2/3}) \text{ as } t \to 0.
\]

(3.1.30)

From these estimate we can get upper estimates for the derivatives \( \dot{U} \) and \( \dot{T} \) in the following way. We have

\[
\dot{U} = - \sum_{1 \leq k < l \leq 3} \frac{m_k m_l}{r_{kl}}(x_k - x_l)(\dot{x}_k - \dot{x}_l).
\]
But \( \frac{|x_k - x_l|}{r_{kl}} \leq 1 \) and so we have

\[
|\dot{U}| \leq \sum_{1 \leq k < l \leq 3} \frac{m_km_l}{r_{kl}} (|\dot{x}_k| + |\dot{x}_l|).
\]

Then the estimates (3.1.28) and (3.1.30) show that

\[
\dot{U} = 0(t^{-5/3}) \quad \text{as} \quad t \to 0. \tag{3.1.31}
\]

Once again, by the energy integral, \( \dot{T} = \dot{U} \), so that

\[
\dot{T} = 0(t^{-5/3}) \quad \text{as} \quad t \to 0. \tag{3.1.32}
\]

The asymptotic formula (3.1.26) together with the estimate (3.1.27) and (3.1.32) enables us to calculate the total variation of \( g(t) \) in the interval \( t_2k \leq t \leq t_{2k-1} \). In fact, on differentiation with respect to \( t \) we have

\[
(T \sigma t^{-2/3}) = T \sigma t^{-2/3} + T \sigma t^{-2/3} - \frac{2}{3} T \sigma t^{-5/3} = 0(t^{-1}), \quad \text{as} \quad t \to 0
\]

and \( t_2k \leq t \leq t_{2k-1} \).

Hence we have the inequality

\[
8(T \sigma t^{-2/3}) \leq \mu t^{-1} \quad \text{as} \quad t \to 0,
\]

and on integration from \( t_2k \) to \( t_{2k-1} \) we have

\[
8 \int_{t_2k}^{t_{2k-1}} (T \sigma t^{-2/3}) dt \leq \mu \int_{t_2k}^{t_{2k-1}} \frac{dt}{t} \quad \text{as} \quad k \to \infty. \tag{3.1.33}
\]

On the other hand, using the asymptotic estimate (3.1.26) for \( \dot{\sigma}(t) \), we find that the total variation of \( \dot{\sigma}^2 t^{-2/3} \) in the interval \( t_2k \leq t \leq t_{2k-1} \) is \( o(1) \) as \( k \to \infty \). Thus there exists a positive integer \( k_0 \) such that for \( k \geq k_0 \), the variation of \( \dot{\sigma}^2 t^{-2/3} \) in the interval \( t_2k \leq t \leq t_{2k-1} \) is smaller than \( \epsilon \) and also the estimate (3.1.33) for the variation of \( T \sigma t^{-2/3} \) holds.

So the variation of \( g(t) \) in the interval \( t_2k \leq t \leq t_{2k-1} \) is estimated by

\[
2\epsilon = g(t_{2k-1}) - g(t_{2k}) \leq \epsilon + \mu \int_{t_2k}^{t_{2k-1}} \frac{dt}{t}, \quad k \geq k_0.
\]
I. Asymptotic estimates

Hence \( \int_{t_{2k}}^{t_{2k-1}} \frac{dt}{t} \geq \frac{e^2}{\mu} \), from which it follows that for \( k \geq k_0 \)

\[ \int_{t_{2k}}^{t_{2k-1}} g(t) \frac{dt}{t} \geq \frac{e^2}{\mu}. \]

Since corresponding to \( k \geq k_0 \) there are infinitely many disjoint intervals \( t_{2k} \leq t \leq t_{2k-1} \), each of which gives a contribution exceeding \( e^2/\mu \) to the integral, it follows that \( \int_0^t g(t) \frac{dt}{t} \) diverges, which is a contradiction. This means that necessarily

\[ \lim_{t \to 0} g(t) = 0. \]

and hence \( g(t) \to 0 \) as \( t \to 0 \), which proves the required assertion.

As a consequence of (3.1.22) and the fact that \( g(t) \to 0 \) as \( t \to 0 \), we have

\[ 8\sigma T - \sigma^2 = 0(t^{2/3}) \text{ as } t \to 0, \]  

(3.1.34)

and hence

\[ T \sim \frac{4}{8} k^2 t^{-2/3} \text{ as } t \to 0. \]  

(3.1.35)

By the energy integral \( U = T - h \) it follows now that

\[ U \sim \frac{2}{9} k t^{-2/3} \text{ as } t \to 0. \]  

(3.1.36)

We have already proved in Chapter 2 the theorem of Sundman that if there is a general collision at \( t = 0 \), then the constants of angular momenta \( \lambda, \mu, \nu \) all vanish. This can also be proved with the help of the estimates we have obtained, in the following way.

**Theorem 3.1.3** (Sundman). If there is a general collision at \( t = 0 \), then \( \lambda = \mu = \nu = 0 \).

**Proof.** We denote by \( q_1, \ldots, q_9 \) the nine coordinates \( x_1, \ldots, z_3 \), and by \( \mu_1, \ldots, \mu_9 \) the corresponding masses. Taking \( \alpha_k = q_k \sqrt{\mu_k} \) and \( \beta_k = q_k \sqrt{\mu_k} \) in the Lagrange identity

\[
\sum_{k=1}^{9} \alpha_k^2 \sum_{k=1}^{9} \beta_k^2 = \left( \sum_{k=1}^{9} \alpha_k \beta_k \right)^2 + \sum_{1 \leq k < l \leq 9} (\alpha_k \beta_l - \alpha_l \beta_k)^2,
\]
we obtain
\[ 8\sigma T - \dot{\sigma}^2 = 4 \sum_{1 \leq k < l \leq 9} \mu_k \mu_l (q_k \dot{q}_l - q_l \dot{q}_k)^2. \]

Since by (3.1.34), \( 8\sigma T - \dot{\sigma}^2 = o(t^{2/3}) \) as \( t \to 0 \), it follows that
\[ \sum_{1 \leq k < l \leq 9} \mu_k \mu_l (q_k \dot{q}_l - q_l \dot{q}_k)^2 = o(t^{2/3}) \) as \( t \to 0 \).

Since all the quantities \( \mu_k, q_k, \dot{q}_k \) are real, we see immediately that
\[ q_k \dot{q}_l - q_l \dot{q}_k = o(t^{1/3}) \) as \( t \to 0 \), \( k, l = 1, \ldots, 9, k \neq l \).

(This estimate would naturally not be valid in the complex case). If we change our notation and denote by \( p, q \) two distinct coordinates \( x_1, \ldots, z_3 \), then we can write
\[ p \dot{q} - q \dot{p} = o(t^{1/3}) \) as \( t \to 0 \). (3.1.37)

We recall that the integrals of angular momenta are given by
\[ \sum_{k=1}^{3} m_k (x_k \dot{y}_k - y_k \dot{x}_k) = \lambda, \sum_{k=1}^{3} m_k (y_k \dot{z}_k - z_k \dot{y}_k) = \mu, \]
\[ \sum_{k=1}^{3} m_k (z_k \dot{x}_k - x_k \dot{z}_k) = \nu. \]

If there is a general collision at \( t = 0 \), then \( \sigma(t) \to 0 \) as \( t \to 0 \) and the estimates (3.1.17) hold. Consequently, taking for \( p, q \) the coordinates \( x_k, y_k; y_k, z_k; z_k, x_k \) in turn, we see that \( \lambda = \mu = \nu = 0 \), and this completes the proof. \( \square \)

We remark that the converse of Theorem 3.1.3 is not in general true, that is to say, \( \lambda = \mu = \nu = 0 \) does not necessarily imply that there is a general collision at the singularity \( t = 0 \).
2. The limiting configuration at a general collision

We shall now prove a result due to Sundman that in the case of a general collision the three mass-points always lie in a fixed plane through the centre of gravity (which is assumed to be fixed fixed at the origin). For this purpose we shall proceed as follows.

It may happen that at the initial time \( t = \tau \) the three points \( P_1, P_2, P_3 \) lie on the same straight line. We assume for the moment that this is not the case. Hence at time \( t = \tau \) the area of the triangle \( P_1P_2P_3 \) is different from zero. This plane can be taken to be the \((x,y)\)-plane, by means of an orthogonal transformation, if necessary, applied to the plane determined by \( P_1, P_2, P_3 \). We verify first that the differential equations of motion remain invariant under a fixed orthogonal transformation. Let \( A = (a_{ij}) \) denote the three-rowed matrix of the orthogonal transformation. Then we have

\[
\sum_{j=1}^{3} a_{kj}a_{lj} = \delta_{kl}, \quad k, l = 1, 2, 3, \quad (3.2.1)
\]

where \( \delta_{kk} = 1 \) and \( \delta_{kl} = 0 \) if \( k \neq l \). Let \((x_k, y_k, z_k)\) denote the original coordinates of the point \( P_k \) and \((X_k, Y_k, Z_k)\) its coordinates after the orthogonal transformation. Then,

\[
X_k = a_{11}x_k + a_{12}y_k + a_{13}z_k, \\
Y_k = a_{21}x_k + a_{22}y_k + a_{23}z_k, \\
Z_k = a_{31}x_k + a_{32}y_k + a_{33}z_k.
\]

Differentiating \( X_k \) twice with respect to \( t \) and using the equations of motion \( m_k\ddot{q}_k = U_{q_k} \), \( q_k = x_k, y_k, z_k, k = 1, 2, 3 \), we have

\[
m_k\dddot{X}_k = a_{11}m_k\ddot{x}_k + a_{12}m_k\ddot{y}_k + a_{13}m_k\ddot{z}_k \\
= a_{11}U_{x_k} + a_{12}U_{y_k} + a_{13}U_{z_k}.
\]

On the other hand, we have, by the chain-rule,

\[
U_{x_k} = U_{X_k}(X_k)_{x_k} + U_{Y_k}(Y_k)_{x_k} + U_{Z_k}(Z_k)_{x_k} = a_{11}U_{X_k} + a_{21}U_{Y_k} + a_{31}U_{Z_k},
\]

and we have similar relations for \( U_{y_k} \) and \( U_{z_k} \). Therefore, using \((3.2.1)\) and \((3.2.2)\) we get \( m_k\ddot{X}_k = U_{X_k}, \ k = 1, 2, 3 \), and similarly, \( m_k\ddot{Y}_k = \)
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\[ U_{Y_k}, \ m_k \dot{Z}_k = U_{Z_k}, \ k = 1, 2, 3. \] Thus the differential equations remain unchanged by the orthogonal transformation. Moreover, if the integrals of angular momenta \( \lambda, \mu, \nu \), vanish in the original coordinate system, they vanish also in the new coordinate system. This follows by direct computation. For instance,

\[
\sum_{k=1}^{3} m_k (X_k \dot{Y}_k - Y_k \dot{X}_k) = (a_{11} a_{22} - a_{12} a_{21}) \sum_{k=1}^{3} m_k (x_k \dot{y}_k - y_k \dot{x}_k) + \\
+ (a_{12} a_{23} - a_{13} a_{22}) \sum_{k=1}^{3} m_k (y_k \dot{z}_k - z_k \dot{y}_k) + \\
+ (a_{13} a_{21} - a_{11} a_{23}) \sum_{k=1}^{3} m_k (z_k \dot{x}_k - x_k \dot{z}_k) = 0.
\]

Then we have the following

**Theorem 3.2.1 (Sundman).** If the centre of gravity remains fixed at the origin and there is a general collision at \( t = 0 \), then the three mass-points \( P_1, P_2, P_3 \) remain in a fixed plane throughout the motion.

**Proof.** Suppose that \( P_1, P_2, P_3 \) are not in the same straight line at \( t = \tau \). We perform an orthogonal transformation and assume that \( P_1, P_2, P_3 \) lie in the \((x, y)\)-plane at \( t = \tau \). Then \( z_k(\tau) = 0, \ k = 1, 2, 3 \). Since the area of the triangle formed by \( P_1, P_2, P_3 \) at \( t = \tau \) is not zero, we have

\[
\begin{vmatrix}
  x_1 & x_2 & x_3 \\
  y_1 & y_2 & y_3 \\
  1 & 1 & 1 \\
\end{vmatrix} \neq 0 \text{ at } t = \tau. \quad (3.2.3)
\]

Since the centre of gravity remains fixed at the origin, we have

\[
\sum_{k=1}^{3} m_k \dot{z}_k = 0 \text{ at } t = \tau. \quad (3.2.4)
\]

Moreover, since \( z_k(\tau) = 0, \ k = 1, 2, 3 \), and there is a general collision at \( t = 0 \), we have from the integrals of angular momentum \( \lambda = \mu = \nu = 0 \),

\[
\sum_{k=1}^{3} m_k x_k \dot{z}_k = 0, \sum_{k=1}^{3} m_k y_k \dot{z}_k = 0, \text{ at } t = \tau. \quad (3.2.5)
\]
Equations (3.2.4) and (3.2.5) form a system of three linear equations satisfied by \( z_k, k = 1, 2, 3 \), at \( t = \tau \). Since the matrix of this system of linear equations has, by (3.2.3), a determinant \( \neq 0 \), it follows that \( \ddot{z}_k(\tau) = 0, k = 1, 2, 3 \). From the equations of motion we have

\[
\begin{align*}
\dot{z}_1 &= \frac{m_1 m_2}{r_{12}^3} (z_2 - z_1) + \frac{m_1 m_3}{r_{13}^3} (z_3 - z_1), \\
\dot{z}_2 &= \frac{m_1}{r_{12}^3} (z_1 - z_2) + \frac{m_3}{r_{23}^3} (z_2 - z_2) + \frac{m_3}{r_{13}^3} (z_3 - z_3) + \frac{m_2}{r_{23}^3} (z_2 - z_3).
\end{align*}
\]

and similarly,

\[
\dot{z}_3 = \frac{m_1}{r_{12}^3} (z_1 - z_2) + \frac{m_3}{r_{23}^3} (z_2 - z_1) + \frac{m_3}{r_{13}^3} (z_3 - z_3) + \frac{m_2}{r_{23}^3} (z_2 - z_3).
\]

At the initial time \( t = \tau \), \( r_{12}(\tau), r_{23}(\tau), r_{13}(\tau) \neq 0 \). But since \( z_k(\tau) = 0 \), it follows from the equations above that \( \ddot{z}_k(\tau) = 0, k = 1, 2, 3 \). Differentiating the equations successively and using the fact that \( \dot{z}_k, \ddot{z}_k, \dot{z}_k \) vanish at \( t = \tau \), we find that all the derivatives of \( z_k \) vanish at \( t = \tau \), \( k = 1, 2, 3 \). Since there is no collision in the interval \( 0 < t \leq \tau \), we know that all the coordinate functions \( z_k(t) \) are regular analytic functions in \( 0 < t \leq \tau \). It then follows that \( z_k(t) \equiv 0 \) for \( 0 < t < \tau \), \( k = 1, 2, 3 \). We could also prove this fact directly without making use of the analyticity of \( z_k \) in \( 0 < t \leq \tau \). In fact, consider the system of differential equation

\[
m_k \ddot{q}_k = U_{q_k}, \quad q_k = x_k, y_k, z_k, \quad k = 1, 2, 3.
\]

We prove as before that \( \ddot{z}_k(\tau) = 0 \). Then we use the fact that if we fix \( x_k(\tau), y_k(\tau), z_k(\tau) \) and \( \dot{x}_k(\tau), \dot{y}_k(\tau), \dot{z}_k(\tau) \), then this system of differential equations has a unique solution. If we now fix \( x_k(t) \) and \( y_k(t) \), the differential equations for \( z_k \) with initial conditions \( z_k(\tau) = 0 = \ddot{z}_k(\tau) \) is identically satisfied by \( z_k(t) = 0, 0 < t \leq \tau \), because the differential equations contain the differences \( z_k - z_l \) in the numerator. Then by uniqueness the two solutions coincide.

Next we consider the case in which \( P_1, P_2, P_3 \) lie on a straight line at the initial time \( t = \tau \). Choose this line as the \( x \)-axis and choose as \( (x, y) \)-plane the plane determined by this line and the direction of the velocity vector of \( P_3 \) at the initial time, that is, \( \dot{z}_3 = 0 \) at \( t = \tau \). Thus we have \( y_1(\tau) = y_2(\tau) = y_3(\tau) = 0 \). Since \( \lambda = \mu = \nu = 0 \), the condition
\[ \dot{z}_3(\tau) = 0 \] implies that \( m_1 \dot{z}_1(\tau) \) and \( m_2 \dot{z}_2(\tau) \) satisfy the homogeneous linear equations \( m_1 \dot{z}_1(\tau) + m_2 \dot{z}_2(\tau) = 0 \) and \( m_1 x_1(\tau) \dot{z}_1(\tau) + m_2 x_2(\tau) \dot{z}_2(\tau) = 0 \). The matrix of this system of homogeneous linear equations is

\[
\begin{pmatrix}
x_1(\tau) & x_2(\tau) \\
1 & 1
\end{pmatrix}.
\]

Since there is no collision at \( t = \tau \), it follows that \( x_1(\tau) \neq x_2(\tau) \) and hence this matrix has a non-vanishing determinant. One then obtains

\[ \dot{z}_k(\tau) = 0, \quad k = 1, 2, 3. \]

Repeating the argument used in the earlier case one has \( z_1 = z_2 = z_3 = 0 \) for all \( t \) in \( 0 < t \leq \tau \). This completes the proof of the theorem. \( \Box \)

In view of Theorem 3.2.1 we may assume that \( P_1, P_2, P_3 \) remain in the fixed plane \( z = 0 \) throughout the motion, so that \( z_k(t) = 0 \) for all \( t, 0 < t \leq \tau \). We wish to determine the behaviour of the six coordinates \( x_k, y_k, k = 1, 2, 3 \), near \( t = 0 \). Let \( q \) denote any of these six coordinates. By Theorem 3.1.2 we have \( \sigma = \sum q m^2 \sim \kappa t^{4/3} \) as \( t \to 0 \), which implies that \( q = 0(t^{2/3}) \) as \( t \to 0 \). One would conjecture that every one of the six coordinates \( q \) can be expanded as a power-series in the variable \( t^{1/3} \), starting with the term \( t^{2/3} \), in a neighbourhood of \( t = 0 \). This was the case when there was a simple collision, as show in Chapter 2. It is no longer so in the case of a general collision. However, one can get an expansion for \( q \) in the variable \( t^{1/3} \), this time with irrational exponents.

If \( q \) denotes any of \( x_k, y_k, k = 1, 2, 3 \), we set

\[ q = q^* t^{2/3}. \]  

Since \( q = 0(t^{2/3}) \), we have \( q^* = 0(1) \) as \( t \to 0 \). Differentiating with respect to \( t \) one obtains

\[ \dot{q} = \dot{q}^* t^{2/3} + \frac{2}{3} q^* t^{-1/3}. \]

Similarly, if \( p \) denotes a coordinate distinct from \( q \), let \( p = p^* t^{2/3} \), then \( p^* = 0(1) \) and

\[ \dot{p} = \dot{p}^* t^{2/3} + \frac{2}{3} p^* t^{-1/3}. \]
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From (3.2.7) and (3.2.8) we obtain

\[ p q - q p = (p^* q^* - q^* p^*) t^{4/3}. \]

By (3.1.31), \( p q - q p = 0(t^{1/3}) \) as \( t \to 0 \) and hence we have

\[ p^* q^* - q^* p^* = o(1) \] as \( t \to 0 \).

(3.2.9)

We introduce the following notation. If \( f \) is a homogeneous function of degree \( m \) in the variables \( q_1, \ldots, q_6 \), let \( f^* \) denote the function of the variables \( q_1^*, \ldots, q_6^* \) defined by the relation \( f^*(q^*) = f(q^*) \). Then \( f \) and \( f^* \) are related by the equation \( f = f^* t^{2m/3} \). Since \( \sigma \) is a homogeneous function of degree 2 in \( q_1, \ldots, q_6 \), we have \( \sigma = \sigma^* t^{4/3} \). On the other hand, \( \sigma \sim \kappa t^{4/3} \) and so we have \( \sigma^* \sim \kappa \) as \( t \to 0 \), that is

\[ \sigma^*(t) = \kappa + o(1) \] as \( t \to 0 \).

(3.2.10)

From the relation \( \sigma = \sigma^* t^{4/3} \) we have, by differentiation,

\[ \dot{\sigma}(t) = \dot{\sigma}^* t^{4/3} + \frac{4}{3} \sigma^* t^{1/3}, \]

(3.2.11)

Again by Theorem 3.1.2, \( \dot{\sigma} \sim \frac{4}{3} \kappa t^{4/3} \) and (3.2.10) and (3.2.11) imply that \( \dot{\sigma}^* t^{4/3} = o(t^{1/3}) \) as \( t \to 0 \), or

\[ \dot{\sigma}^*(t) = o(t^{-1}) \] as \( t \to 0 \).

(3.2.12)

Since \( q \) is regular analytic in \( 0 < t \leq \tau \), \( q^* \) is also regular analytic in this interval and on differentiating \( \sigma^* \), as we may, we have

\[ \frac{1}{2} \ddot{\sigma}^* = \sum_q mq^* \dot{q}^* . \]

(3.2.13)

The estimate \( q^* = o(1) \) together with (3.2.9) and (3.2.13) implies

\[ \frac{1}{2} \ddot{\sigma}^* = \sum_q m(q^* \dot{q}^* - \dot{q}^* q^*). \]

\[ = \sum_q m(q^* \dot{q}^* - \dot{q}^* q^*) = o(t^{-1}) \] as \( t \to 0 \).
Using once again $p^* = o(1), \sigma^* = o(t^{-1})$, the last formula gives $\dot{p}^* \sigma^* = o(t^{-1})$ as $t \to 0$, from which it follows, by (3.2.10), that

$$\dot{p}^* = o(t^{-1})$$ as $t \to 0$.

We have seen that $q^* = qt^{-2/3} = o(1)$ as $t \to 0$ and we want to determine the exact behaviour of $q^*(t)$ as $t \to 0$. For this purpose we consider the triangle determined by the points $(x_k^*, y_k^*), k = 1, 2, 3$, which will be referred to hereafter as the “big triangle”. We observe that the centre of gravity of the system with respect to the $*\text{-coordinates}$ also remains fixed at the origin: in fact,

$$\sum_{k=1}^{3} m_k x_k^* = t^{-2/3} \sum_{k=1}^{3} m_k x_k = 0,$$

$$\sum_{k=1}^{3} m_k y_k^* = t^{-2/3} \sum_{k=1}^{3} m_k y_k = 0.$$

All the coordinates $q^*$ are bounded as $t \to 0$ and we expect that $q^*$ will have finite limit values as $t \to 0$, so that the big triangle has a limiting position as $t \to 0$. This will be proved only at the end. At present we have the following

**Theorem 3.2.2.** Let the centre of gravity remain fixed at the origin and let there be a general collision at $t = 0$. Then the figure of the big triangle has a limiting configuration as $t \to 0$, and this limiting configuration is either an equilateral triangle or a set of three collinear points.

**Proof.** We shall, first of all, write down the equations of motion $m \ddot{q} = U_q, q = x_k, y_k, k = 1, 2, 3$, in terms of the variables $q^*$. By definition we have $U = \sum_{1 \leq k < l \leq 3} m_k m_l r_{kl}^{-1}$, and $r_{kl}$ being a homogeneous function of degree 1 in $q_k$, $U$ is a homogeneous function of degree $-1$ in the six variables $x_k, y_k, k = 1, 2, 3$. Then $U_q$ is a homogeneous function of degree $-2$. Using the notation introduced earlier, $U_q = U_q^*(q^*) t^{-4/3}$. Differentiating $q = q^* t^{2/3}$ with respect to $t$, we obtain

$$\ddot{q} = \ddot{q}^* t^{2/3} + \frac{4}{3} \dot{q}^* t^{-1/3} - \frac{2}{9} q^* t^{-4/3},$$

or

$$= (q^* t^{1/3}) t^{2/3} - \frac{2}{9} q^* t^{-4/3}$$ (3.2.14)
The equations of motion now become

\[ \left( \dot{q}^* t^{4/3} \right) t^{-2/3} - \frac{2}{3} q^* t^{-4/3} = \ddot{q} = \frac{1}{m} U_q = \frac{1}{m} U_{q^*} t^{-4/3}, \]

or

\[ -\frac{2}{3} q^* + \left( \dot{q}^* t^{4/3} \right) t^{2/3} = \frac{1}{m} U_{q^*}. \] (3.2.15)

We shall replace each term in (3.2.15) by its average over the interval \((t, 2t), 0 < t < 2t \leq \tau.\) We shall first prove that

\[ \frac{1}{t} \int_t^{2t} (\dot{q}^* t^{4/3}) t^{2/3} dt = o(1) \text{ as } t \to 0. \] (3.2.16)

In fact, integrating the left side by parts, we obtain

\[
\frac{1}{t} \int_t^{2t} (\dot{q}^* t^{4/3}) t^{2/3} dt = \frac{1}{t} \left[ \left[ q^* t^{4/3} t^{2/3} \right]_t^{2t} - \frac{2}{3} \int_t^{2t} \dot{q}^* t^{4/3} t^{-1/3} dt \right]
\]

\[
= \frac{1}{t} (o(t^{-1}) t^2 - o(t)),
\]

as \( t \to 0, \) since \( \dot{q}^* = o(t^{-1}) \) as \( t \to 0, \) and so the right side is \( 0(1) \) as \( t \to 0, \) which proves (3.2.16). Next, we consider the two terms in (3.2.15). If \( t_1 \) and \( t_2 \) are real numbers such that \( t \leq t_1 < t_2 \leq 2t, \) then we have

\[ q^*(t_2) - q^*(t_1) = \int_{t_1}^{t_2} (q^*) dt. \]

Since \( \dot{q}^* = o(t^{-1}) \) as \( t \to 0 \) and \( 0 < t_2 - t_1 \leq t, \) it follows that the right side is \( 0(1) \) and therefore we see that

\[ q^*(t_2) = q^*(t_1) + o(t) \text{ as } t \to 0 \] (3.2.17)

We also have

\[ U_{q^*}(t_2) - U_{q^*}(t_1) = \int_{t_1}^{t_2} (U_{q^*}) dt. \]
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But \( (U^*)^i = \sum_{p^*} U^*_{q^*p^*} \dot{p}^* \), where \( p^* \) denotes any one of \( x_k^*, y_k^*, k = 1, 2, 3 \).

Once again, since \( U \) is homogeneous of degree \(-1\) in \( q \), \( U = U^* t^{-2/3} \).

By (3.1.36), \( U \sim \frac{2}{9} k t^{-2/3} \) as \( t \to 0 \) and so we have

\[
U = \frac{2}{9} k t^{-2/3} (1 + \delta(t)), \delta(t) \to 0 \text{ as } t \to 0.
\]

From this it follows that \( U^* = \frac{2}{9} k(1 + \delta(t)) \), that is,

\[
U^* = 0(1) \text{ as } t \to 0. \tag{3.2.18}
\]

If we denote by \( r_{kl}^* (t) \) the sides of the big triangle, then

\[
r_{kl}^* (t)^2 = (x_k^* - x_l^*)^2 + (y_k^* - y_l^*)^2,
\]

and we deduce from (3.2.18) and the definition of \( U^* \) the estimate

\[
(r_{kl}^*)^{-1} = 0(1) \text{ as } t \to 0. \tag{3.2.19}
\]

Since \( U^* = \sum_{x_k^* < x_l^*} m_k m_l r_{kl}^{*^{-1}} \), on differentiation with respect to \( p^* \) and \( q^* \) in succession, and then using (3.2.19), we get

\[
U^*_{p^*q^*} = 0(1) \text{ as } t \to 0.
\]

Since \( (p^*)^i = o(t^{-1}) \) as \( t \to 0 \), we conclude that \( (U^*)^i = o(t^{-1}) \), so that we have as before

\[
U^*_{q^*}(t_2) = U^*_{q^*}(t_1) = \int_{t_1}^{t_2} (U^*) dt.
\]

This implies that

\[
U^*_{q^*}(t_2) = U^*_{q^*}(t_1) + o(1) \text{ as } t \to 0. \tag{3.2.20}
\]

We take the average of (3.2.15) over the interval \( (t, 2t) \), and using (3.2.16), (3.2.17) and (3.2.20) we obtain, for every fixed \( t_1 \) in \( t \leq t_1 \leq 2t \),

\[
-\frac{2}{9} q^* (t_1) + o(1) = \frac{1}{m} U^*_{q^*}(t_1) + o(1) \text{ as } t \to 0.
\]
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Hence, for $t$ sufficiently near 0 we have

$$-\frac{2}{9}q^*(t) = \frac{1}{m}U^*_q(t) + o(1) \text{ as } t \to 0. \quad (3.2.21)$$

This is no longer a system of differential equations, but a system of six algebraic equations satisfied asymptotically by the six coordinates $q^*(t) = x_k^*(t), y_k^*(t), k = 1, 2, 3$. The system (3.2.21) can now be used to determine the behaviour of $q^*$ more closely as $t \to 0$.

We observe that the system (3.2.21) is left invariant by an orthogonal transformation of the variables $x^*_k, y^*_k, k = 1, 2, 3$. As in the case of the proof of Theorem 3.2.1 this can be verified by a direct computation of $U^*_q$, in terms of the new variables. An orthogonal transformation corresponds to a rotation of the axes (in the plane of the $*$-coordinates).

We apply an orthogonal transformation (depending on $t$) in the plane of motion and assume that the new $x^*$-axis is parallel to the direction of the vector $P_3P_1$ (at time $t$). Let $X_k = X_k(t), Y_k = Y_k(t)$ be the new coordinates of the points $P_k, k = 1, 2, 3$, at time $t$. Then $Y_1 = Y_3$ by assumption. Writing down the equations (3.2.21) for the coordinates $Y_1, Y_2, Y_3$, we have

$$\begin{align*}
-\frac{2}{9}Y_1 &= \frac{m_3}{R_{12}^3}(Y_2 - Y_1) + \frac{m_2}{R_{13}^3}(Y_3 - Y_1) + o(1), \\
-\frac{2}{9}Y_2 &= \frac{m_1}{R_{12}^3}(Y_1 - Y_2) + \frac{m_2}{R_{23}^3}(Y_3 - Y_2) + o(1), \\
-\frac{2}{9}Y_3 &= \frac{m_1}{R_{13}^3}(Y_1 - Y_3) + \frac{m_2}{R_{23}^3}(Y_2 - Y_3) + o(1),
\end{align*}$$

as $t \to 0$, where $R_{kl}$ denotes $r_{kl}^*(t)$, which is clearly left invariant by the orthogonal transformation. One can also write down similar algebraic equations for $X_1, X_2, X_3$. Since $Y_1 = Y_3$ the preceding equations become

$$\begin{align*}
-\frac{2}{9}Y_1 &= \frac{m_2}{R_{12}^3}(Y_2 - Y_1) + o(1), \\
-\frac{2}{9}Y_2 &= \left(\frac{m_1}{R_{12}^3} + \frac{m_3}{R_{23}^3}\right)(Y_1 - Y_2) + o(1), \\
-\frac{2}{9}Y_3 &= \frac{m_2}{R_{23}^3}(Y_2 - Y_1) + o(1),
\end{align*}$$

(3.2.22)
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as \( t \to 0 \). It is not immediate that \( Y_1, Y_2, Y_3 \) have limit values as \( t \to 0 \). Since
\[
|Y_k - Y_l| R^{-1} \leq 1 \quad \text{and} \quad R^{-2} = (r^*)^{-2} = 0(1) \quad \text{as} \quad t \to 0 \quad \text{by (3.2.19)},
\]
it follows from (3.2.22) that \( Y_1(t), Y_2(t), Y_3(t) \) are all \( 0(1) \) as \( t \to 0 \).

Hence, by the Weierstrass theorem, we can find a sequence of values of \( t \) which tends to zero such that the corresponding sequence of values of \( Y_k(t) \) converges to a finite limit value as \( t \to 0 \) through this sequence. We shall see later on that these limit values of \( Y_k(t) \) are independent of the sequence of values of \( t \) chosen. We denote also the limit values of the coordinates \( X_1(t), \ldots, Y_3(t) \) by \( X_1, \ldots, Y_3 \) respectively, the limit values of \( R_{kl}(t) \) by \( R_{kl} \), \( k \neq l \), and we can then omit the error term \( o(1) \) in (3.2.22). Once again, since \( Y_1 = Y_3 \), we get from (3.2.22),
\[
(Y_2 - Y_1) (R^{-3}_{12} - R^{-3}_{23}) = 0,
\]
which means that either \( Y_2 - Y_1 = 0 \) or \( R^{-3}_{12} = R^{-3}_{23} \).

Suppose for the moment that \( R^{-3}_{12} - R^{-3}_{23} \neq 0 \). Then \( Y_1 = Y_2 \) and hence \( Y_1 = Y_2 = Y_3 \). Since the centre of gravity remains fixed at the origin,
\[
m_1 Y_1 + m_2 Y_2 + m_3 Y_3 = 0
\]
and so it follows that \( Y_1 = Y_2 = Y_3 = 0 \), which means that the three points represented by \( (X_k(t), Y_k(t)) \), \( k = 1, 2, 3 \), tend to points situated on a straight line, as \( t \to 0 \).

Suppose on the other hand that \( Y_1 \neq Y_2 \); then necessarily \( R_{12} = R_{23} \). If the three points are not collinear in the limiting position, then one can interchange \( P_1, P_2, P_3 \) (which means on orthogonal transformation with matrix independent of \( t \)) and repeat this argument and get \( R_{23} = R_{13} \).

Hence, only two possibilities can occur, namely, either the three points represented by \( (X_k, Y_k) \), \( k = 1, 2, 3 \), are collinear, or they lie at the vertices of an equilateral triangle, as \( t \to 0 \). We shall refer to these alternatives as the collinear case and the equilateral case respectively.

This is equivalent to saying that either all the angles at the vertices tend to \( \frac{\pi}{3} \), or two of the angles tend to 0 and the third to \( \pi \), as \( t \to 0 \). This argument involves the choice of a sequence of values of \( t \) such that the corresponding \( Y_k(t), k = 1, 2, 3 \), tend to finite limits. If we consider another sequence of values of \( t \) tending to 0 such that the corresponding sequences of values of \( Y_k(t) \) also converge to finite limits, then it may happen that the above alternatives get interchanged. That is to say, the points represented by \( (X_k(t), Y_k(t)) \) may tend to the vertices of an equi-
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The lateral triangle as \( t \to 0 \) through one sequence of values, while they way tend to collinear points through another sequence. But, since the angles of the triangle are determined by the sides \( r_{kl}(t) \) which are continuous functions of \( t \) in \( 0 < t \leq \tau \), and are bounded away from zero as \( t \to 0 \), we see that the angles are also continuous function of \( t \) in \( 0 < t \leq \tau \). Hence the above possibility cannot happen and we conclude that the limiting positions of the points in the plane determined by \((x^*_k, y^*_k)\), \( k = 1, 2, 3 \), are either at the vertices of an equilateral triangle or in three collinear points. This completes the proof of Theorem 3.2.2.

**Theorem 3.2.3.** If the limiting configuration of the big triangle is an equilateral triangle, then the side of the triangle is given by the positive cube root of

\[
r^3 = \frac{9}{2}(m_1 + m_2 + m_3). \tag{3.2.23}
\]

**Proof.** If the sides of the big triangle are \( R_{kl}(t), k \neq l \), then \( R_{kl} = r, k \neq l, k,l = 1,2,3 \). Once again denoting by \( X_k \) the limiting values of \( X_k(t) \) as \( t \to 0 \), we have from (3.2.21) the following algebraic equation satisfied by \( X_1, X_2, X_3 \):

\[
-\frac{2}{9}X_1 = \frac{m_2}{r^3}(X_2 - X_1) + \frac{m_3}{r^3}(X_3 - X_1),
\]

\[
-\frac{2}{9}X_2 = \frac{m_1}{r^3}(X_1 - X_2) + \frac{m_3}{r^3}(x_3 - X_2),
\]

\[
-\frac{2}{9}X_3 = \frac{m_1}{r^3}(X_1 - X_3) + \frac{m_2}{r^3}(X_2 - X_3).
\]

Since \( m_1X_1 + m_2X_2 + m_3X_3 = 0 \), we obtain from these equations

\[
-\frac{2}{9}X_k = -(m_1 + m_2 + m_3)X_k r^{-3}, \quad k = 1, 2, 3.
\]

Similarly we have for \( Y_k \),

\[
-\frac{2}{9}Y_k = -(m_1 + m_2 + m_3)Y_k r^{-3}, \quad k = 1, 2, 3.
\]

Since by (3.2.19), \((R_{kl}(t))^{-1} = (r_{kl}^*(t))^{-1} = 0(1)\) as \( t \to 0 \), it follows that \( R_{kl}(t) \) is bounded away from zero. Thus at least one of the \( X_k, Y_k \),
k = 1, 2, 3, is different from zero and we obtain
\[ r^3 = \frac{9}{2}(m_1 + m_2 + m_3), \]
which proves the assertion.

Theorem 3.2.3 can also be used to determine explicitly the constant \( \kappa > 0 \) in the asymptotic estimates for \( q^*(t), \dot{q}^*(t), \ldots \) in the equilateral case. Since \( U \sim \frac{2}{9} \kappa t^{-2/3} \) as \( t \to 0 \) and \( U^*(q^*) t^{-2/3} = U(q) \), we have
\[ U^*(q^*) \sim \frac{2}{9} \kappa \text{ as } t \to 0. \] (3.2.24)

The distances \( R_{ij}(t) \) are invariant under orthogonal transformations and
since \( R_{12} = R_{23} = R_{13} = r \), it follows that as \( t \to 0 \),
\[ U^* \to \frac{m_1 m_2 + m_2 m_3 + m_1 m_3}{r} \] (3.2.25)
(3.2.24) and (3.2.25) together imply that
\[ \frac{2}{9} \kappa = \frac{(m_1 m_2 + m_2 m_3 + m_1 m_3)}{r^{-1}} \],
which determines \( \kappa \) explicitly in terms of the masses.

Next we consider the collinear case. Then the limiting distances \( R_{12}, R_{23}, R_{31} \) are no longer equal. Let \( \rho = \max(R_{12}, R_{23}, R_{31}) \). Suppose that \( P_1 \) and \( P_3 \) are at the distance \( \rho \) at \( t = 0 \); \( \rho^2 = (X_3 - X_1)^2 + (Y_3 - Y_1)^2 \). \( P_2 \) lies between \( P_1 \) and \( P_3 \); let \( R_{23} = \omega \rho \) where \( 0 < \omega < 1 \). Then \( R_{12} = (1 - \omega) \rho \). So
\[ R_{31} = \rho, R_{23} = \omega \rho, R_{12} = (1 - \omega) \rho. \] (3.2.26)

Once again we make use of the equations (3.2.21). Since the centre of gravity remains fixed at the origin, it follows that the equations satisfied by \( X_1, X_2, X_3 \) are not linearly independent. We obtain as in Theorem 3.2.3
\[ \frac{2}{9}(X_1 - X_3) = \frac{2}{9} \rho = \frac{m_1}{\rho^2} + \frac{m_2}{\omega^2 \rho^2} + \frac{m_2}{(1 - \omega)^2 \rho^2} + \frac{m_3}{\rho^2}, \]
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\[
\frac{2}{9}(X_2 - X_3) = \frac{2}{9} \omega \rho = \frac{m_1}{\rho^2} - \frac{m_1}{(1 - \omega)^2 \rho^2} + \frac{m_2}{\omega^2 \rho^2} + \frac{m_3}{\omega^2 \rho^2}
\]  
(3.2.27)

or

\[
\begin{align*}
\frac{2}{9} \rho^2 &= m_1 + m_2 (\omega^2 + (1 - \omega^2)) + m_3 \\
\frac{2}{9} \rho^2 &= m_1 (1 - (1 - \omega^2)) + m_2 \omega^2 + m_3 \omega^2.
\end{align*}
\]  
(3.2.28)

Eliminating \( \rho \) between (3.2.27) and (3.2.28) we get

\[
m_1 (1 - \omega - (1 - \omega)^2) + m_2 ((1 - \omega) \omega^2 - (1 - \omega)^2 \omega) + m_2 (\omega^2 - \omega) = 0.
\]

Hence \( \omega \) satisfies the equation

\[
m_1 ((1 - \omega)^3 - 1) \omega^2 + m_2 ((1 - \omega)^3 - \omega^3) + m_2 ((1 - \omega)^2 - \omega^3 (1 - \omega)^2) = 0,
\]
(3.2.29)

which is an algebraic equation of the fifth degree. This equation has only one root \( \omega \) in \( 0 < \omega < 1 \). This can be seen as follows: we can write (3.2.29) in the form

\[
\frac{m_1 + m_2 \omega}{m_1 + m_2 \omega^2} = \frac{m_3 + m_2 (1 - \omega)}{m_3 + m_2 (1 - \omega)^2}.
\]
(3.2.30)

Both sides of (3.2.30) are continuous functions of \( \omega \) in \( 0 < \omega < 1 \). As \( \omega \) increases from 0 to 1, the left side of (3.2.30) increases from 0 to 1, while the right side decreases from 1 to 0. Hence there exists just one real number \( \omega \) in \( 0 < \omega < 1 \) satisfying (3.2.30). This unique root is completely determined by the masses \( m_1, m_2, m_3 \). Substituting this value of \( \omega \) in (3.2.27) we obtain \( \rho \) as the positive cube root and hence we obtain also the constant \( \kappa \) explicitly in the asymptotic relation \( U^* \sim \frac{2 \kappa}{9} \) as \( t \to 0 \), since

\[
U^* \to \frac{m_1 m_2}{(1 - \omega) \rho} + \frac{m_2 m_3}{\omega \rho} + \frac{m_1 m_3}{\rho}.
\]

This corresponds to the case in which \( P_2 \) lies between \( P_1 \) and \( P_3 \). The other two possibilities are obtained by cyclic permutation of \( (1, 2, 3) \).

Thus, if there is a general collision, we get as the limiting configuration either an equilateral triangle or three collinear points. It is a
remarkable fact that the fifth degree equation (3.2.29) for $\omega$ already appears in the work of Euler (1767). Euler considered the one-dimensional problem in which all the points are collinear and studied the particular solution giving a general collision in this case. □

3 A particular solution

While we have proved that the limiting configuration of the big triangle is either an equilateral triangle or a set of three collinear points, we have not as yet proved that the triangle itself has a limiting position relative to the old fixed coordinate system. We do not also know yet whether the two limiting possibilities can actually be realized while remaining in a fixed coordinate system. We shall now show that the two cases, the equilateral case and the collinear case, do in fact occur. This will be done by giving an explicit particular solution of the three-body problem near $t = 0$, the time of a general collision.

We consider the case in which

$$q(t) = q^* \cdot g(t), \quad q = x_k, y_k, \quad k = 1, 2, 3,$$

(3.3.1)

where the $q^*$ are unknown constants, not all zero, and $g(t)$ is an unknown twice continuously differentiable function of $t$ in the interval $0 < t \leq \tau$, and since $q(t)$ should tend to zero as $t \to 0$, we assume that $g(t) \to 0$ as $t \to 0$. Then the differential equations of motion take the form

$$mq^* \ddot{g} = U^* q^* g^{-2}, \quad \text{or,} \quad mq^* \ddot{g} g^2 = U^*,$$

(3.3.2)

where $U^*(q^*) = U(q^*)$, so that by the homogeneity of $U$, we have $U_q = U^*_q g^{-2}$. Since $q^*$ are constants, not all zero, the right sides in (3.3.2) are constants and hence

$$\ddot{g} g^2 = \frac{1}{mq^*} U^*_q$$

is a constant (we take a $q^* \neq 0$). This constant cannot be zero as otherwise $U^*_q = 0$ for all coordinates $q$ and from the relation $\sum_q U^*_q q^q = -U^*$, it would follow that $U^*$ is the constant 0 and this is not the case, by definition of $U^*$. In view of the considerations of the last section, we take
this constant to be $-\frac{2}{9}$ so that we have

$$\ddot{g}g^2 = -\frac{2}{9},$$

(3.3.3)

and hence the system of equations \((3.3.2)\) becomes

$$-\frac{2}{9}q^2 = \frac{1}{m}U_Y^*,$$

which is of the same form as the system of algebraic equations \((3.2.21)\) satisfied by the variables \(q^*\) in § 2. Since the equations of motion are invariant under an orthogonal transformation in the plane of the motion, we can take the \(x\)-axis to be parallel to the direction of the vector determined by the points \((x_1^*, y_1^*)\) and \((x_3^*, y_3^*)\) and passing through the centre of gravity, which is assumed fixed at the origin. Hence in the new coordinate system \(Y_1 = Y_3\) and one can show, using the argument given earlier, that the points defined by \((x_k^*, y_k^*), k = 1, 2, 3,\) are either collinear or at the vertices of an equilateral triangle. Hence in order to prove that the two limiting possibilities occur, we shall determine the function \(g(t)\) explicitly.

First of all, we observe that the function \(g\) cannot vanish anywhere in the interval \(0 < t \leq \tau\) by (3.3.3). Integrating the equation \(2\ddot{g}\dddot{g} = -\frac{4}{9}\dot{g}g^{-2}\) we obtain

$$\dot{g}^2 = \frac{4}{9} \left( \frac{1}{g} + C \right),$$

where \(C\) is a constant of integration. From this we get

$$\frac{3}{2} \frac{\dot{g}}{\sqrt{C + g^{-1}}} = 1, \text{ or, } \frac{3}{2} \frac{\dot{g} \sqrt{g}}{\sqrt{1 + Cg}} = 1,$$

and this, on integration from 0 to \(g\) using the fact that \(g(t) \to 0\) as \(t \to 0\), gives

$$\frac{3}{2} \int_0^g \frac{\sqrt{g}}{\sqrt{1 + Cg}} dg = t.$$

Once again, as \(g(t) \to 0\), it follows that \(1 + Cg \to 1\) and hence, for \(t\)
sufficiently small in \(0 < t \leq \tau\), \(C g(t)\) is also small. Then we can expand \((1 + C g)^3\) as a power-series in \(g(t)\) (with parameter \(C\)) which converges for sufficiently small \(t\) and we have

\[ \frac{3}{2} \int_0^t \sqrt{g} \, (1 + \text{power-series in } g \text{ without constant term}) \, dg = t, \]

that is, since \(g(t) \to 0\) as \(t \to 0\),

\[ g^{3/2} \, (1 + \text{power-series in } g \text{ without constant term}) = t. \]

Hence by inversion we have

\[ g = r^{2/3} + \text{power-series in } r^{2/3} \text{ with term of degree } \geq 2, \quad (3.3.4) \]

and the power-series converges for \(t\) sufficiently small. The integration above could also be carried out by using trigonometric or hyperbolic functions (according as \(C\) is negative or positive) and we could obtain \(g(t)\).

The simplest solution for \(g(t)\) is the one corresponding to \(C = 0\). In this case \(\frac{3}{2} \sqrt{g} \gg 1\) and on integration, \(g(t) = r^{2/3}\) and hence we have

\[ q = q^* r^{2/3}. \]

This proves that both the alternatives can occur in this special case. We have already mentioned that the one-dimensional problem in which the three points situated on a straight line have a general collision on the line was treated by Euler in 1767.

We now proceed to determine the constants \(q^*\) of (3.3.1) in some cases. We have assumed throughout that the centre of gravity remains fixed at the origin and so \(\sum_{k=1}^3 m_k x_k^* = 0 = \sum_{k=1}^3 m_k y_k^*\). We apply an orthogonal transformation in the plane of motion and choose the \(X\)-axis to be parallel to the direction of the vector defined by \((x_3^*, y_3^*)\) and \((x_1^*, y_1^*)\) and passing through the centre of gravity. Hence in the new coordinates \(X, Y\), we have \(Y_1 = Y_3\) and \(X_1 \geq X_3\), where \((X_k, Y_k)\) are the new coordinate of the points \((x_k^*, y_k^*), k = 1, 2, 3\). First consider the equilateral case. Then we have proved that the side of the equilateral triangle is given by \(\frac{2}{9} r^3 = m_1 + m_2 + m_3\). Let \(m = m_1 + m_2 + m_3\). Since the centre of gravity is at the origin,

\[ \sum_{k=1}^3 m_k X_k = 0, \quad \sum_{k=1}^3 m_k Y_k = 0. \quad (3.3.5) \]
Since the triangle is equilateral, we have
\[ X_1 - X_3 = r, \quad X_2 - X_3 = \frac{1}{2} r, \quad Y_1 - Y_3 = 0, \quad Y_2 - Y_3 = \frac{r}{2} \sqrt{3}. \] (3.3.6)

Using (3.3.5) we get
\[
\sum_{k=1}^{3} m_k X_k = m_1 (X_1 - X_3) + m_2 (X_2 - X_3) + mX_3 = m_1 r + \frac{1}{2} m_2 r + mX_3 = 0,
\]
\[
\sum_{k=1}^{3} m_k Y_k = mY_1 - (m_2 + m_3)Y_1 + m_2 Y_2 + m_3 Y_3 = mY_1 + \frac{1}{2} m_2 r \sqrt{3} = 0.
\]

From these and (3.3.6) we obtain
\[
X_3 = -\frac{m_1 + m_2}{m} r, \quad X_1 = \frac{1}{2} \frac{m_2 + m_3}{m} r, \quad X_2 = \frac{1}{2} \frac{m_3 - m_1}{m} r, \quad (3.3.7)
\]
\[
Y_1 = Y_3 = -\frac{1}{2} \frac{m_2}{m} r \sqrt{3}, \quad Y_2 = \frac{1}{2} \frac{m_1 + m_3}{m} r \sqrt{3}. \quad (3.3.8)
\]

Thus, if \( g(t) = t^{2/3} \), the original coordinates are given by
\[
X_k t^{2/3}, \quad Y_k t^{2/3}, \quad k = 1, 2, 3. \quad (3.3.9)
\]

Differentiating with respect to \( t \) we get
\[
(X t^{2/3})' = \frac{1}{3} \frac{m_3 - m_1}{m} r t^{-1/3}, \quad (Y t^{2/3})' = \frac{1}{3} \frac{m_1 + m_3}{m} r t^{-1/3}. \quad (3.3.10)
\]

In the collinear case, we have \( Y_1 = Y_2 = Y_3 \) and since \( \sum_{k=1}^{3} m_k X_k = 0 \) and \( X_1 - X_3 = \rho, \quad X_2 - X_3 = \omega \rho \), we get \( m_1 \rho + m_2 \omega \rho + mX_3 = 0 \), so that
\[
X_3 = -\frac{m_1 + m_2 \omega}{m} \rho, \quad X_1 = \frac{m_2 (1 - \omega)}{m} \rho, \quad X_2 = \frac{m_3 \omega - m_1 (1 - \omega)}{m} \rho. \quad (3.3.11)
\]

The original coordinates in this case are
\[
X_k t^{2/3}, \quad Y_k t^{2/3} = 0, \quad k = 1, 2, 3.
\]
3. The three-body problem: general collision

4 Reduction to a rotating coordinate system

We shall now go back to the general problem of collision. We have already exhibited particular solutions which involve one parameter (namely, the constant \( C \)) to show that both the alternatives can be realized for the limiting configuration of the big triangle. The solutions

\[ q = q^* g = q^* t^{2/3} + \ldots, q^* = X_k, Y_k, K = 1, 2, 3, \]

suggests that in the general case we may expect to get for \( q = q(t) \) power-series in the variable \( t^{1/3} \) starting with the term \( t^{2/3} \). However, this is not true; the general solution involves many more parameters.

The difficulty of the problem consists in the fact that we cannot yet prove (this will be proved only at the end) that the big triangle referred to a fixed coordinate system has a limiting position as \( t \to 0 \); all that we have proved so far is the existence of a limiting configuration relative to a rotating coordinate system. The triangle itself may go on rotating above its centre of gravity, assumed fixed at the origin, because in our proof we have made use of an orthogonal transformation in the plane of motion depending on the time variable \( t \). We cannot yet determine the limiting position of the big triangle. In order to study this problem more closely we proceed as follows.

We use a fixed coordinate system relative to the initial position of the big triangle. We shall first reduce the system of differential equations of motion to one containing a smaller number of equations. The idea is to introduce relative coordinates of \( P_1 \) and \( P_2 \) with respect to \( P_3 \) as we did in the case of simple collisions in Chapter 2 and to make use of the general theory of transformations.

Let \((x_k, y_k), k = 1, 2, 3,\) be the coordinates of \( P_k \) at time \( t \) with respect to the fixed coordinate system through the origin. Let the relative coordinates of \( P_1 \) and \( P_2 \) with respect to \( P_3 \) be \((\xi_1, \xi_2)\) and \((\xi_3, \xi_4)\) respectively; that is,

\[ \xi_1 = x_1 - x_3, \ \xi_2 = y_1 - y_3, \ \xi_3 = x_2 - x_3, \ \xi_4 = y_2 - y_3. \quad (3.4.1) \]

Since the centre of gravity remains fixed at the origin, we have \( m_1 \xi_1 + \)
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\[ m_2 \dot{\xi}_3 + mX_3 = 0, \quad m_1 \dot{\xi}_2 + m_2 \xi_4 + mY_3 = 0 \]

where \( m = m_1 + m_2 + m_3 \). Then we have

\[
\begin{align*}
x_3 &= \frac{m_1}{m} \xi_1 - \frac{m_2}{m} \xi_3, \\
y_3 &= \frac{m_1}{m} \xi_2 - \frac{m_2}{m} \xi_4,
\end{align*}
\]

\[
\begin{align*}
x_1 &= \dot{\xi}_1 + x_3 = \frac{m_2 + m_3}{m} \xi_1 - \frac{m_2}{m} \xi_3, \\
x_2 &= \dot{\xi}_3 + x_3 = \frac{m_1}{m} \xi_1 + \frac{m_1 + m_3}{m} \xi_3, \\
y_1 &= \dot{\xi}_2 + y_3 = \frac{m_2 + m_3}{m} \xi_2 - \frac{m_2}{m} \xi_4, \\
y_2 &= \dot{\xi}_4 + y_3 = -\frac{m_1}{m} \xi_2 + \frac{m_1 + m_3}{m} \xi_4.
\end{align*}
\]

(3.4.2)

If we set

\[
\begin{align*}
\eta_1 &= m_1 \dot{x}_1, & \eta_2 &= m_1 \dot{y}_1, & \eta_3 &= m_2 \dot{x}_2, & \eta_4 &= m_2 \dot{y}_2,
\end{align*}
\]

(3.4.3)

then, since the centre of gravity remains fixed at the origin,

\[
\begin{align*}
m_3 \dot{\xi}_3 &= -m_1 \dot{x}_1 - m_2 \dot{x}_2 = -(\eta_1 + \eta_3), \\
m_3 \dot{\eta}_3 &= -m_1 \dot{y}_1 - m_2 \dot{y}_2 = -(\eta_2 + \eta_4).
\end{align*}
\]

(3.4.4)

Since

\[
r^2_{13} = \xi_1^2 + \xi_3^2, \quad r^2_{23} = \xi_3^2 + \xi_4^2, \quad r^2_{12} = (\xi_1 - \xi_3)^2 + (\xi_2 - \xi_4)^2,
\]

it follows that the potential function \( U \) is now a function of the variables \( \xi_1, \ldots, \xi_4 \) alone. On the other hand,

\[
T = \frac{1}{2} \sum_{k=1}^{3} m_k (\dot{\xi}_k^2 + \dot{y}_k^2) = \frac{1}{2} \left( \frac{1}{m_1} + \frac{1}{m_3} \right) (\dot{\eta}_1^2 + \dot{\eta}_2^2) + \frac{1}{2} \left( \frac{1}{m_2} + \frac{1}{m_3} \right) (\dot{\eta}_3^2 + \dot{\eta}_4^2) + \frac{1}{m_3} (\eta_1 \eta_3 + \eta_2 + \eta_4).
\]

If \( E \) denotes the total energy \( T - U \), then the equations of motion can be written as a Hamiltonian system of eight equations:

\[
\dot{\xi}_k = E_{\eta_k}, \quad \dot{\eta}_k = -E_{\xi_k}, \quad k = 1, \ldots, 4.
\]

(3.4.5)
We observe that $E$ does not depend on the variable $t$ explicitly. If there is a general collision at $t = 0$, we have already seen that $x_k, y_k = 0(t^{2/3})$ and $\dot{x}_k, \dot{y}_k = 0(t^{-1/3})$, $k = 1, \ldots, 4$, as $t \to 0$. Since the $\xi_k$ are linear functions of $x_k$ and $y_k$, and the $\eta_k$ linear functions of $\dot{x}_k$ and $\dot{y}_k$, it follows that, as $t \to 0$,

\[
\xi_k = 0(t^{2/3}), \quad \eta_k = 0(t^{-1/3}), \quad k = 1, \ldots, 4. \tag{3.4.6}
\]

If we set $x_k = x_k^*t^{2/3}, y_k = y_k^*t^{2/3}, \xi_k = \xi_k^*t^{2/3}, \eta_k = \eta_k^*t^{-1/3}$, then we see that $x_k^*, y_k^*, \xi_k^*, \eta_k^*$ are $O(1)$ as $t \to 0$.

Now we introduce a rotating coordinate system with origin at $P_3$ and $x$-axis along the direction of the vector $P_3P_1$, i.e. at any instant $t$ we translate the origin to $P_3$ with the direction of the $x, y$-axes in the plane of the triangle preserved. We want to consider the limiting position of the big triangle with respect to the fixed coordinate system. For this purpose, suppose that at time $t, 0 < t \leq \tau$, the vector $P_3P_1$ makes an angle $p_4 = p_4(t)$ (positively oriented) with the direction of the $x$-axis in the old fixed coordinate system. The main difficulty is to obtain the behaviour of $p_4$ as $t \to 0$. The introduction of the new rotating coordinate system means a transformation of the variables $(\xi, \eta)$ into new variables which can be described as follows. Let us set

\[
c = \cos p_4, \quad s = \sin p_4, \tag{3.4.7}
\]

and let $(p_1, 0), (p_2, p_3)$ denote the coordinates of $P_1, P_2$ respectively in the new coordinate system; $P_3$ is $(0, 0)$. Here $p_k = p_k(t), k = 1, 2, 3$. Then the relative coordinates $(\xi_1, \xi_2)$ and $(\xi_3, \xi_4)$ of $P_1$ and $P_2$ in the old system are given by

\[
\begin{align*}
\xi_1 &= p_1c - o \cdot s, \quad \xi_2 = p_1s + oc, \quad \xi_3 = p_2c - p_3s, \quad \xi_4 = p_2s + p_3c. \tag{3.4.8}
\end{align*}
\]

The equations (3.4.8) define a transformation of the variables $\xi_1, \ldots, \xi_4$ to $p_1, \ldots, p_4$, and we claim that this can be extended to a canonical transformation of the eight independent variables $\xi_1, \ldots, \xi_4, \eta_1, \ldots, \eta_4$. The extension can be done by means of the generating function

\[
W = \eta_1p_1c + \eta_2p_1s + \eta_3(p_2c - p_3s) + \eta_4(p_2s + p_3c). \tag{3.4.9}
\]
4. Reduction to a rotating coordinate system

It is clear that \( W \) is linear in \( \eta_k \) and \( |W_{\eta_k}| = p_1 \neq 0 \). By our general theory (Chapter 11 § 14), the full transformation is obtained by setting \( W_{\eta_k} \), \( W_{p_k} = q_k \), \( k = 1, \ldots, 4 \). It is clear from the definition of \( W \) that the first set of conditions is satisfied and hence the canonical transformation thus obtained extends (3.4.8). Then we have

\[
q_1 = \eta_1 c + \eta_2 s, \quad q_2 = \eta_3 c + \eta_4 s, \quad q_3 = -\eta_3 s + \eta_4 c, \quad q_4 = p_1 (-\eta_1 s + \eta_2 c) + p_2 (-\eta_2 s + \eta_4 c) - p_3 (\eta_3 c + \eta_4 s). \tag{3.4.10}
\]

We shall introduce an auxiliary variable \( q_o \) defined by

\[
q_o = -\eta_1 s + \eta_2 c, \tag{3.4.11}
\]

and then we can write

\[
q_4 = p_1 q_o + p_2 q_3 - p_3 q_2. \tag{3.4.12}
\]

The last equation can be solved for \( q_o \) since \( p_1 \neq 0 \), and we can write \( q_o = (q_4 - p_2 q_3 + p_3 q_2) p_1^{-1} \). We could also take this as the definition of \( q_o \). We can express \( \eta_1, \ldots, \eta_4 \) in terms of \( q_o, \ldots, q_3 \), using (3.4.10), (3.4.11) and (3.4.12):

\[
\eta_1 = q_1 c - q_o s, \quad \eta_2 = q_1 s + q_o c, \quad \eta_3 = q_2 c - q_3 s, \quad \eta_4 = q_2 s + q_3 c. \tag{3.4.13}
\]

Then we have \( r_{13} = (\xi_1^2 + \xi_2^2)^{1/2} = p_1, \quad r_{23} = (\xi_3^2 + \xi_4^2)^{1/2} = (p_2^2 + p_3^2)^{1/2}, \) and \( r_{12} = ((\xi_1 - \xi_3)^2 + (\xi_2 - \xi_4)^2)^{1/2} = ((p_1 - p_2)^2 + p_3^2)^{1/2} \). So we can express \( U \) as a function of \( p_1, p_2, p_3 \) alone. Also

\[
T = \frac{1}{2} \left( \frac{1}{m_1} + \frac{1}{m_3} \right) (q_0^2 + q_3^2) + \frac{1}{2} \left( \frac{1}{m_2} + \frac{1}{m_3} \right) (q_2^2 + q_3^2) + \frac{1}{m_3} (q_1 q_2 + q_o q_3).
\]

This shows that the total energy \( T - U \) expressed in terms of the new variables \( (p, q) \) does not contain \( p_4 \). We already know the asymptotic behaviour of \( p_1, p_2, p_3 \); also \( q_o, \ldots, q_3 \) behave nicely. We do not know the behaviour of \( p_4 \), but this bad coordinate disappears from the function \( E \).

Since \( W \) does not contain the variable \( t \) explicitly, we have \( E(\xi, \eta) = \Xi(p, q) \) and we denote \( \Xi(p, q) \) by \( E(p, q) \) itself.
The Hamiltonian system (3.3.5) now becomes

\[
\dot{p}_k = E_{q_k}, \quad \dot{q}_k = -E_{p_k}, \quad k = 1, 2, 3, \quad \dot{p}_4 = E_{q_4}, \quad \dot{q}_4 = 0. \quad (3.4.14)
\]

Hence \( q_4 \) is a constant. We shall now prove that when there is a general collision, this constant has necessarily to be zero.

**Theorem 3.4.1.** If there is a general collision at \( t = 0 \), then \( q_4(t) \equiv 0 \).

**Proof.** By Sundman’s theorem (Theorem 2.2.2), the constants of angular momenta \( \lambda, \mu, \nu \), all vanish. In particular, \( \lambda = \sum_{k=1}^{3} m_k(x_k\dot{y}_k - y_k\dot{x}_k) = 0 \).

\( q_4 \) is given by (3.4.12). But from (3.4.8) and (3.4.13), \( \xi_1 \eta_2 - \xi_2 \eta_1 = p_1q_3, \quad \xi_3 \eta_4 - \xi_4 \eta_3 = p_2q_3 - p_3q_2 \), so that we can write

\[
q_4 = (\xi_1 \eta_2 - \xi_2 \eta_1) + (\xi_3 \eta_4 - \xi_4 \eta_3).
\]

Moreover, from the definitions (3.4.1) and (3.4.3) of \( \xi_k, \eta_k \), we have

\[
\xi_1 \eta_2 - \xi_2 \eta_1 = m_1(x_1 - x_3)\dot{y}_1 - m_1(y_1 - y_3)\dot{x}_1 \\
= m_1(x_1\dot{y}_1 - y_1\dot{x}_1) - m_1(x_3\dot{y}_1 - y_3\dot{x}_1),
\]

\[
\xi_3 \eta_4 - \xi_4 \eta_3 = m_2(x_2 - x_3)\dot{y}_2 - m_2(y_2 - y_3)\dot{x}_2 \\
= m_2(x_2\dot{y}_2 - y_2\dot{x}_2) - m_2(x_3\dot{y}_2 - y_3\dot{x}_2).
\]

Hence we have

\[
q_4 = \sum_{k=1}^{3} m_k(x_k\dot{y}_k - y_k\dot{x}_k) - (m_1\dot{y}_1 + m_2\dot{y}_2)x_3 + (m_1\dot{x}_1 + m_2\dot{x}_2)y_3.
\]

Since the centre of gravity remains fixed at the origin of the coordinate system \((x, y)\), we have \( m_1\dot{x}_1 + m_2\dot{x}_2 = -m_3\dot{x}_3, \quad m_1\dot{y}_1 + m_2\dot{y}_2 = -m_3\dot{y}_3 \) and so,

\[
q_4 = \sum_{k=1}^{3} m_k(x_k\dot{y}_k - y_k\dot{x}_k) = \lambda,
\]

and we know that \( \lambda = 0 \). This completes the proof of the theorem.

Thus the Hamiltonian system (3.4.14) takes the form

\[
\dot{p}_k = (E_{q_k})_{q_k=0}, \quad \dot{q}_k = -(E_{p_k})_{q_k=0}, \quad k = 1, 2, 3, \quad \dot{p}_4 = (E_{q_4})_{q_4=0}. \quad (3.4.15)
\]
4. Reduction to a rotating coordinate system

We shall now introduce the variables \( p^*_k \) by setting

\[
p_k = p^*_k t^{2/3}, \quad k = 1, 2, 3.
\]  

Since we know by (3.4.11) and (3.4.8) that

\[
p_1 = \xi_1 c + \xi_2 s = (x_1 - x_3)c + (y_1 - y_3)s,
\]

\[
p_2 = \xi_3 c + \xi_4 s = (x_2 - x_3)c + (y_2 - y_3)s,
\]

\[
p_3 = -\xi_3 s + \xi_4 c = -(x_2 - x_3)s + (y_2 - y_3)c,
\]

and \((x'_k, y'_k), \quad k = 1, 2, 3\), are the vertices of the big triangle with respect to the original system of coordinates with origin at the centre of gravity, we can take the coordinates of these vertices in the new coordinate system with origin at \( P_3 \) and \( x\)-axis parallel to \( P_3P_1 \), to be \((p^*_1, 0), (p^*_2, p^*_3), (0, 0)\). We know by Theorem 3.2.2 that the big triangle has a limiting configuration which is either an equilateral triangle or a set of three collinear points. (In the latter case, of course, there are three possibilities, but we restrict ourselves to one of them, namely the case in which \( P_2 \) is between \( P_1 \) and \( P_3 \); the two other cases are similar). In other words, we have proved that relative to the rotating coordinate system, \( p^*_k, \quad k = 1, 2, 3, \) tends to a finite limit as \( t \to 0 \). We shall denote these limits by \( \bar{p}_1, \bar{p}_2 \) and \( \bar{p}_3 \). We have also determined the limiting mutual distances, in fact, in the equilateral case we have

\[
\bar{p}_1 = r, \quad \bar{p}_2 = \frac{1}{2} r, \quad \bar{p}_3 = \frac{1}{2} \sqrt{3} r,
\]  

and in the collinear case,

\[
\bar{p}_1 = \rho, \quad \bar{p}_2 = \omega \rho, \quad \bar{p}_3 = 0.
\]

Here \( r, \rho, \omega \) are given by (3.2.23), (3.2.27) and (3.2.30); they are uniquely determined by the masses. On the other hand, we know that since \( \dot{x}_k, \dot{y}_k, \quad (k = 1, 2, 3), \) are \( 0(t^{-1/3}) \) as \( t \to 0 \), also \( \dot{\eta}_k = 0(t^{-1/3}) \) as \( t \to 0 \), \( k = 1, 2, 3, 4 \). Hence \( q_k, k = 0, \ldots, 3, \) given by (3.4.10), being linear in \( \eta_1, \ldots, \eta_4 \), are also \( 0(t^{-1/3}) \) as \( t \to 0 \), and moreover \( q_4 \equiv 0 \). If we introduce the new variables \( q^*_k, k = 0, \ldots, 3, \) by setting

\[
q_k = q^*_k t^{-1/3},
\]  

(3.4.19)
then $q_k^* = 0(1)$ as $t \to 0$. We would expect that $q_k^*$ tend to finite limits as $t \to 0$. We show that this is in fact the case. □

**Theorem 3.4.2.** If there is a general collision at $t = 0$, then $q_k^*$ tend to finite limits $\bar{q}_k$ as $t \to 0$.

**Proof.** We consider the function

$$\sigma = \sum_{k=1}^{3} m_k(x_k^2 + y_k^2)$$

which, on differentiation with respect to $t$, gives

$$\frac{1}{2} \dot{\sigma} = \sum_{k=1}^{3} m_k(x_k \dot{x}_k + y_k \dot{y}_k).$$

This gives, in view of the fact that the centre of gravity remains fixed at the origin and so $m_3 \dot{x}_3 = -(m_1 \dot{x}_1 + m_2 \dot{x}_2)$ and $m_3 \dot{y}_3 = -(m_1 \dot{y}_1 + m_2 \dot{y}_2)$,

$$\frac{1}{2} \dot{\sigma} = \sum_{k=1}^{2} m_k((x_k \dot{x}_k + y_k \dot{y}_k) - x_3(m_1 \dot{x}_1 + m_2 \dot{x}_2) - y_3(m_1 \dot{y}_1 + m_2 \dot{y}_2))$$

$$= \sum_{k=1}^{2} m_k((x_k - x_3) \dot{x}_k + (y_k - y_3) \dot{y}_k).$$

Using (3.4.1), (3.4.3), (3.4.8) and (3.4.13) we obtain from this

$$\frac{1}{2} \dot{\sigma} = \xi_1 \eta_1 + \xi_2 \eta_2 + \xi_3 \eta_3 + \xi_4 \eta_4 = p_1 q_1 + p_2 q_2 + p_3 q_3.$$

By Theorem 3.1.2 we have $\dot{\sigma} \sim \frac{4}{3} \kappa t^{1/3}$. If we write $\dot{\sigma}$ in terms of $p_k^*, q_k^*$, $k = 1, 2, 3$, we get, as $t \to 0$,

$$\frac{1}{2} \dot{\sigma} = (p_1^* q_1^* + p_2^* q_2^* + p_3^* q_3^*) \kappa^{1/3} \sim \frac{2}{3} \kappa t^{1/3}.$$

Hence it follows that, as $t \to 0$,

$$p_1^* q_1^* + p_2^* q_2^* + p_3^* q_3^* \to \frac{2}{3} \kappa. \quad (3.4.20)$$

(The constant $\kappa$ has already been explicitly determined in terms of the masses in both the equilateral and collinear cases). Since $q_4 = 0$, we also have from (3.4.12), $p_1 q_0 + p_2 q_3 - p_3 q_2 = q_4 = 0$ and hence

$$p_1^* q_0^* + p_2^* q_3^* - p_3^* q_2^* = 0. \quad (3.4.21)$$
4. Reduction to a rotating coordinate system

We consider first the equilateral case. By (3.1.3), if there is a general collision at \( t = 0 \) and \( u, \nu \) are two distinct coordinates among the \( x_k, y_k, k = 1, 2, 3 \), then as \( t \to 0 \), \( u\nu - \nu\nu = o(t^{1/3}) \), and so in particular,

\[
m_1(x_1\dot{y}_1 - y_1\dot{x}_1) = o(t^{1/3}), \quad m_2(x_2\dot{y}_2 - y_2\dot{x}_2) = o(t^{1/3}). \tag{3.4.22}
\]

But

\[
m_1(x_1\dot{y}_1 - y_1\dot{x}_1) = \left( \frac{m_2 + m_3}{m} \xi_1 - \frac{m_2}{m} \xi_3 \right) \eta_2 - \left( \frac{m_2 + m_3}{m} \xi_2 - \frac{m_2}{m} \xi_4 \right) \eta_1
\]

\[
= \frac{m_2 + m_3}{m} (\xi_1 \eta_2 - \xi_2 \eta_1) - \frac{m_2}{m} (\xi_3 \eta_2 - \xi_2 \eta_1);
\]

\[
m_2(x_2\dot{y}_2 - y_2\dot{x}_2) = \left( -\frac{m_1}{m} \xi_1 + \frac{m_1 m_3}{m} \xi_3 \right) \eta_4 - \left( -\frac{m_1}{m} \xi_2 + \frac{m_1 + m_3}{m} \xi_4 \right) \eta_3
\]

\[
= -\frac{m_1}{m} (\xi_1 \eta_4 - \xi_2 \eta_3) + \frac{m_1 + m_3}{m} (\xi_3 \eta_4 - \xi_2 \eta_3).
\]

Now passing to the variables \( p_k, q_k \) using the transformation given by (3.4.8) and (3.4.13), we find from (3.4.22) that, as \( t \to 0 \),

\[
\frac{m_2 + m_3}{m} p_1 q_o - \frac{m_2}{m} (p_2 q_o - p_3 q_1) = m_1(x_1\dot{y}_1 - y_1\dot{x}_1) = o(t^{1/3}),
\]

\[
\frac{m_1}{m} p_1 q_3 + \frac{m_1 + m_3}{m} (p_2 q_3 - p_3 q_2) = m_2(x_2\dot{y}_2 - y_2\dot{x}_2) = o(t^{1/3}).
\]

Hence we have the following two additional relations for \( p^*_k, k = 1, 2, 3 \), and \( q^*_k, k = 0, \ldots, 3 \): as \( t \to 0 \),

\[
(m_2 + m_3)p^*_1 q^*_o - m_2(p^*_2 q^*_o - p^*_3 q^*_1) = o(1), \tag{3.4.23}
\]

\[
-m_1 p^*_1 q^*_3 + (m_1 + m_3) (p^*_2 q^*_3 - p^*_3 q^*_2) = o(1). \tag{3.4.24}
\]

The four equations (3.4.20), (3.4.21), (3.4.23) and (3.4.24) remain valid as \( t \to 0 \); since \( q^* = 0(1) \) as \( t \to 0 \) we can therefore write \( \bar{p}_k \) in place of \( p^*_k \) and obtain the equations in the unknowns \( q^*_o, \ldots, q^*_3 \): as \( t \to 0 \),

\[
\bar{p}_1 q^*_o - \bar{p}_3 q^*_2 + \bar{p}_2 q^*_3 = 0,
\]

\[
\bar{p}_1 q^*_1 + \bar{p}_2 q^*_2 + \bar{p}_3 q^*_3 = \frac{2}{3} \kappa + o(1),
\]

\[
((m_2 + m_3)\bar{p}_1 - m_2\bar{p}_2) q^*_o + m_2 \bar{p}_3 q^*_1 = o(1),
\]
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\[-(m_1 + m_3)\dot{p}_3 q_3^2 + ((m_1 + m_3)\dot{p}_2 - m_1 \dot{p}_1)q_3 = o(1).\]

Instead of the above asymptotic relations for \(q^*\) we shall consider for the moment the associated system of linear equations in \(q^*\) with the error terms omitted; we write \(\bar{q}\) in place of \(q^*\) and we have

\[
\begin{align*}
\bar{p}_1 \ddot{q}_o - \bar{p}_3 \ddot{q}_2 + \bar{p}_2 \ddot{q}_3 &= 0, \\
\bar{p}_1 \ddot{q}_1 + \bar{p}_2 \ddot{q}_2 + \bar{p}_3 \ddot{q}_3 &= \frac{2}{3} \kappa, \\
((m_2 + m_3)\dot{p}_1 - m_2 \dot{p}_2)\ddot{q}_o + m_2 \dot{p}_3 \ddot{q}_1 &= 0, \\
-(m_1 + m_3)\dot{p}_3 \ddot{q}_2 + ((m_1 + m_3)\dot{p}_2 - m_1 \dot{p}_1)\ddot{q}_3 &= 0. \\
\end{align*}
\]

A solution of this system of linear equations provides a solution of the problem in the special case in which \(p_k = \bar{p}_k t^{2/3}, q_k = \bar{q}_k t^{-1/3}\). The special solution is given by:

\[
\begin{align*}
p_k &= \bar{p}_k t^{2/3}, k = 1, 2, 3; p_4 = 0; \xi_1 = p_1, \xi_2 = 0, \xi_3 = p_2, \xi_4 = p_3; \\
x_1 &= \frac{m_2 + m_3}{m} p_1 - \frac{m_2}{m} p_2, \\
x_2 &= -\frac{m_1}{m} p_1 + \frac{m_1 + m_3}{m} p_2, \\
y_1 &= -\frac{m_2}{m} p_3, y_2 = \frac{m_1 + m_3}{m} p_3; \\
q_k &= \bar{q}_k t^{-1/3}, k = 0, 1, 2, 3; \\
q_1 &= m_1 \dot{x}_1 = \frac{m_1}{m} (m_2 + m_3) \dot{p}_1 - \frac{m_1 m_2}{m} \dot{p}_2, \\
q_o &= m_1 \dot{y}_1 = -\frac{m_1 m_2}{m} \dot{p}_3, \\
q_2 &= m_2 \dot{x}_2 = -\frac{m_1 m_2}{m} \dot{p}_1 + \frac{m_2}{m} (m_1 + m_3) \dot{p}_2, \\
q_3 &= m_2 \dot{y}_2 = \frac{m_2}{m} (m_1 + m_3) \dot{p}_3.
\end{align*}
\]

The determinant of the system (3.4.25) of linear equations in \(\bar{q}_o, \ddot{q}_1, \ddot{q}_2, \ddot{q}_3\) is seen to be

\[-\bar{p}_1 \bar{p}_3 (m_1 m_3 p_1^2 + m_1 m_2 (\bar{p}_1 - \bar{p}_2)^2 + m_2 m_3 p_2^2 + (m_1 + m_3) m_2 \bar{p}_3^2). \]

(3.4.26)
In the equilateral case, using the values for $\bar{p}_k, k = 1, 2, 3$, given by (3.4.17), this is seen to be $-\frac{1}{2} \sqrt{3}(m_1m_2 + m_2m_3 + m_3m_1) \rho^4 \neq 0$, and so we obtain the solution of (3.4.25):

\[
\begin{align*}
\bar{q}_0 &= \frac{m_1m_2}{\sqrt{3m}}r, \\
\bar{q}_1 &= \frac{m_1(m_2 + 2m_3)}{3m}r, \\
\bar{q}_2 &= \frac{m_2(m_3 - m_1)}{3m}r, \\
\bar{q}_3 &= \frac{m_2(m_1 + m_3)r}{\sqrt{3m}}.
\end{align*}
\] (3.4.27)

In the collinear case, since $\bar{p}_1 = \rho, \bar{p}_2 = \omega \rho, \bar{p}_3 = 0$, it turns out that the determinant (3.4.26) is zero. However, we may, in this case, use instead of the asymptotic relations (3.4.22), the relation $x_1\dot{x}_2 - x_2\dot{x}_1 = o(t^{1/3})$, $y_1\dot{y}_2 - y_2\dot{y}_1 = o(t^{1/3})$ leading to

\[
\begin{align*}
m_1m_2(x_1\dot{x}_2 - x_2\dot{x}_1) + y_1\dot{y}_2 - y_2\dot{y}_1 = o(t^{1/3}) & \text{ as } t \to 0. \quad (3.4.28)
\end{align*}
\]

Using the values given above for $x_1, \ldots, y_2$, this gives

\[
\begin{align*}
m_1 \left( \frac{m_2 + m_3}{m} \right) \rho_1 q_2 &= \frac{m_1 m_2}{m} (p_2 q_2 + p_3 q_3 - (p_2 q_1)) \\
&\quad - m_2 \left( \frac{m_1 + m_3}{m} \right) (p_2 q_1 + p_3 q_0) = o(t^{1/3})
\end{align*}
\]

or

\[
\begin{align*}
m_2(m_1 + m_3) \rho_3 q_0 - m_2(m_1 \rho_1 - (m_1 + m_3) \rho_2) q_1 + m_1(m_2 \rho_2) \\
&\quad - (m_2 + m_3) \rho_1 \rho_2 q_2 + m_1 m_2 \rho_3 q_3 = o(1).
\end{align*}
\]

Now we consider the system (3.4.25) with the fourth equation replaced by this, without the error term on the right. The system is now of rank 4, the determinant is seen to be

\[-\omega(m_2(1 - \omega) + m_3) (m_1m_2(1 - \omega)^2 + m_1m_3 + m_2m_3 \omega^2) \rho^4 \neq 0,\]
and we can solve the system as we did earlier and we obtain the solutions
\[
\begin{align*}
\bar{q}_0 &= 0, \quad \bar{q}_1 = \frac{2}{3} m_2 (1 - \omega) + m_3 \rho, \\
\bar{q}_2 &= \frac{2}{3} m_2 (-m_1 (1 - \omega) + m_3 \omega) \\
\bar{q}_3 &= 0.
\end{align*}
\]
(3.4.29)

We have thus proved the theorem in the special case of the particular solution \( p_k = p_k^* t^{2/3}, q_k = q_k^* t^{-4/3} \), where \( p_k^* \) are constants. We now take up the general case. From the relations (3.4.20), (3.4.21), (3.4.23) and (3.4.24) we have the asymptotic equations satisfied by \( q_k^*, \ldots, q_3^* \): as \( t \to 0 \),
\[
\begin{align*}
p_1^* q_0^* + p_2^* q_3^* - p_3^* q_2^* &= 0, \\
p_1^* q_1^* + p_2^* q_2^* + p_3^* q_3^* &= \frac{2}{3} \kappa + o(1), \\
(m_2 + m_3) p_1^* q_0^* - m_2 p_2^* q_0^* + m_2 p_3^* q_1^* &= o(1), \\
-m_1 p_1^* q_3^* + (m_1 + m_3) (p_2^* q_3^* - p_3^* q_2^*) &= o(1).
\end{align*}
\]
(3.4.30)

Since \( p_k^*(t) \to \bar{p}_k, k = 1, 2, 3 \), as \( t \to 0 \), we can write, for \( t \) sufficiently near 0, \( p_k^*(t) = \bar{p}_k + \epsilon_k(t), \epsilon_k(t) = o(1) \) as \( t \to 0 \). In the equilateral case, then, recalling the values of \( \bar{p}_k \) given by (3.4.17), we can replace \( p_k^* \) in the system (3.4.30) by
\[
\begin{align*}
p_1^* &= r + \epsilon_1(t), \\
p_2^* &= \frac{1}{2} r + \epsilon_2(t), \\
p_3^* &= \frac{1}{2} r \sqrt{3} + \epsilon_3(t).
\end{align*}
\]
The determinant of the system of linear equations (3.4.30) is a quartic polynomial in \( p_k^* \) and hence a continuous function of the variables \( p_k^*, k = 1, 2, 3 \). Hence, as \( t \to 0 \), this determinant tends to the determinant of the system (3.4.30) with \( p_k^* \) replaced by \( \bar{p}_k \). We have seen that the latter determinant is
\[
\frac{\sqrt{3}}{2} (m_1 m_2 + m_2 m_3 + m_3 m_1) r^4 \neq 0.
\]
Hence, for \( t \) sufficiently close to 0, the determinant of (3.4.30) is also different from zero, by continuity. Let \( t \) be small enough for this condition to hold. Then we consider the system of linear equations
\[
p_1^* q_0^* - p_3^* q_2^* + p_2^* q_3^* = 0
\]
4. Reduction to a rotating coordinate system

\[ p_1^* q_1^* + p_2^* q_2^* + p_3^* q_3^* = \frac{2}{3} \kappa + \delta_1(t), \]

\[ (m_2 + m_3)p_1^* - m_2 p_2^* q_2^* + m_2 p_3^* q_3^* = \delta_2(t) \]

\[ (-m_1 p_1^* + (m_1 + m_3) p_2^* q_2^* - (m_1 + m_3) p_3^* q_3^* = \delta_3(t), \tag{3.4.31} \]

where \( \delta_k(t) \to 0 \) as \( t \to 0 \). The determinant of the system (3.4.31) is

\[-\frac{1}{2} \sqrt{3}(m_1 m_2 + m_2 m_3 + m_3 m_1) r^4 + \delta_4(t) \neq 0, \quad \delta_4(t) \to 0 \text{ as } t \to 0.\]

Hence we can solve the system (3.4.31) and obtain \( q_k^* \) as rational functions of \( p_k^* \), \( \delta_k \), with the non-vanishing determinant in the denominator. Hence \( q_k^* \) tend to finite limits \( \bar{q}_k \) as \( t \to 0 \), and these limits are the same as the solutions of the system (3.4.31) with \( p_k^* \) replaced by their limits \( \bar{p}_k \) and \( \delta_k \) replaced by their limit 0. We have already obtained these particular solutions. Hence, in the equilateral case, we find that as \( t \to 0 \),

\[ p_1 \sim r t^{2/3}, \quad p_2 \sim \frac{r}{2} t^{2/3}, \quad p_3 \sim \frac{1}{2} \sqrt{3} r t^{2/3}, \]

\[ q_1 \sim \frac{m_1}{3m} (m_2 + 2 m_2) r t^{-1/3}, \quad q_2 \sim \frac{m_2}{3m} (m_3 - m_1) r t^{-1/3}, \]

\[ q_3 \sim \frac{m_2}{\sqrt{3} m} (m_1 + m_3) r t^{-1/3}, \quad q_4 = 0. \]

Next, in the collinear case, \( \bar{p}_1 = \rho, \bar{p}_2 = \omega \rho, \bar{p}_3 = 0 \), where \( \omega, \rho \) and \( \kappa \) are uniquely determined by the masses. It turns out, as we have seen earlier, that the determinant of the system (3.4.30) tends to zero as \( t \to 0 \), but we can replace the last of the equations suitably, as we did for the particular solution (namely, by using the relation \( m_1 m_2 (x_1 \dot{x}_2 - x_2 \dot{x}_1) + y_1 \dot{y}_2 - y_2 \dot{y}_1) = o(t^{1/3}) \) as \( t \to 0 \), and obtain a linear system in \( q_1^*, \ldots, q_3^* \) with determinant \( \neq 0 \). An argument on the same lines as in the equilateral case applied to the new system now proves that \( q_k^*(t) \) tend to finite limits \( \bar{q}_k \) as \( t \to 0, k = 0, \ldots, 3, \) and we have

\[ \bar{q}_1 = \frac{2 m_1}{3m} (m_2 (1 - \omega) + m_3) \rho, \quad \bar{q}_2 = \frac{2 m_2}{3m} (m_3 \omega - (1 - \omega) m_1) \rho, \quad \bar{q}_3 = 0. \]

Hence we have, in the collinear case, as \( t \to 0 \),

\[ q_1 \sim \frac{2 m_1}{3m} (m_2 (1 - \omega) + m_3) r t^{-1/3}, \]

\[ q_2 \sim \frac{2 m_2}{3m} (m_3 \omega - (1 - \omega) m_1) r t^{-1/3}, \quad q_3 \sim \frac{2 m_2}{\sqrt{3} m} (m_1 + m_3) r t^{-1/3}, \quad q_4 = 0. \]
We have proved that \( q_4 \equiv 0 \) for a collision orbit. If we now substitute \( q_4 = 0 \) in \( E_{p_k} \) and \( E_{q_k}, k = 1, 2, 3 \), then we get a Hamiltonian system

\[
\dot{p}_k = (E_{q_k})_{q=0}, \quad \dot{q}_k = -(E_{p_k})_{q=0}, k = 1, 2, 3,
\]

with six degrees of freedom. If we solve this system for \( p_k, q_k, k = 1, 2, 3 \), and substitute in the remaining equation \( \dot{p}_4 = (E_{q_4})_{q_4=0} \), then we get a differential equation for \( p_4 \). We can integrate this to obtain \( p_4 \). But we cannot prove that \( p_4(t) \) has a limit as \( t \to 0 \) until we have proved that the integral of the function \( (E_{q_4})_{q_4=0} \) converges as \( t \to 0 \). Hence we cannot determine the behaviour of \( p_4 \) as yet. However, in the case of the particular solution \( x_k = x_k^* t^{2/3}, y_k = y_k^* t^{2/3}, k = 1, 2, 3 \), where \( x_k^*, y_k^* \) are unknown constants, it is clear that \( p_4 \) is a constant. By a rotation of the coordinate system we may then assume that \( p_4(t) \equiv 0 \). For the particular solution with this choice of coordinates, we have \( \ddot{p}_4 = 0 \), i.e. \( (E_{q_4})_{q_4=0} = 0 \).

We had introduced the variables \( p_k^*, q_k^*, k = 1, 2, 3 \), by setting \( p_k = p_k^* t^{2/3}, q_k = q_k^* t^{-1/3} \) and we now set formally \( p_4^* = p_4, q_4^* t^{-1/3} = q_4 \). With this definition,

\[
q_o^* = (q_4^* - p_2^* q_3^* + p_3^* q_2^*)/p_1^*, \quad q_o = q_o^* t^{-1/3}.
\]

We shall now express the total energy \( E \) in terms of the variables \( p_k^*, q_k^* \).

If \( f \) is a function of the variables \( p_k, q_k \), we shall denote by \( f^* \) the function of the variables \( p_k^*, q_k^* \) defined by \( f^*(p^*, q^*) = f(p^*, q^*) \). Since \( p_k = p_k^* t^{2/3}, q_k = q_k^* t^{-1/3}, k = 1, 2, 3 \), and \( q_o = q^* o t^{-1/3} \), we see that

\[
T(q_o, \ldots, q_3) = \frac{1}{2} (\frac{1}{m_1} + \frac{1}{m_3})(q_1^2 + q_3^2) + \frac{1}{2} (\frac{1}{m_2} + \frac{1}{m_3})(q_2^2 + q_3^2) + \frac{1}{m_3}(q_1 q_2 + q_o q_3)
\]

\[
= T^*(q_o^*, \ldots, q_3^*) t^{-2/3}.
\]
4. Reduction to a rotating coordinate system

\[ U(p_1, p_2, p_3) = \frac{m_1m_2}{\sqrt{(p_1 - p_2)^2 + p_3^2}} + \frac{m_2m_3}{\sqrt{p_2^2 + p_3^2}} + \frac{m_1m_3}{p_1} = U^*(p_1^*, p_2^*, p_3^*)r^{-2/3}. \]

So we have

\[ E(p_1, p_2, p_3, q_0, \ldots, q_3) = E^*(p_1^*, p_2^*, p_3^*, q_0^*, \ldots, q_3^*)r^{-2/3}, \quad (3.4.32) \]

and the differential equations \((3.4.15)\) can be written down in terms of the variables \(p_k^*, q_k^*\):

\[ \dot{p}_k = \dot{p}_k^* t^{2/3} + \frac{2}{3} \dot{p}_k^* t^{-1/3} = E_{q_k} = E_{q_k}^* \frac{dq_k^*}{dt} t^{-2/3} = E_{q_k}^* t^{-1/3}, k = 1, 2, 3; \]
\[ \dot{q}_k = \dot{q}_k^* t^{-1/3} - \frac{1}{3} q_k^* t^{-4/3} = -E_{p_k} = -E_{p_k}^* \frac{dp_k^*}{dt} t^{-2/3} = -E_{p_k}^* t^{-4/3}, k = 1, 2, 3; \]
\[ \dot{p}_4 = \dot{p}_4^* = E_{q_4}^* \frac{dq_4^*}{dt} t^{-2/3} = E_{q_4}^* t^{-1}, \]
\[ \dot{q}_4 = \dot{q}_4^* t^{-1/3} + \frac{1}{3} q_4^* t^{-2/3} = -E_{p_4}^* t^{-2/3}(= 0). \]

Finally, then, the equations of motion take the form

\[ t\dot{p}_k = E_{q_k}^* - \frac{2}{3} p_k^*; t\dot{q}_k = -E_{p_k}^* + \frac{1}{3} q_k^* k, k = 1, 2, 3; \]
\[ t\dot{p}_4 = E_{q_4}^*; t\dot{q}_4 = -\frac{1}{3} q_4^*. \quad (3.4.33) \]

Thus we have a system of differential equations of the first order in which the right sides are explicitly determined functions of \(p_k^*, k = 1, 2, 3, \) and \(q_k^*, k = 1, \ldots, 4.\) Now we claim that the right sides of \((3.4.33)\) can be expanded into power-series in the seven independent variables \(p_k^*, q_k^*\) in some neighbourhood of \(\dot{p}_k, k = 1, 2, 3, \) and \(\dot{q}_k, k = 1, 2, 3, 4.\)

In order to see this, we observe that \(T\) is a homogeneous polynomial of the second degree in the variables \(q_k, k = 0, \ldots, 3\) alone and that \(U\) is a homogeneous function of degree \(-1\) in \(p_k, k = 1, 2, 3,\) alone. Then \(T^*\) is
a homogeneous polynomial of degree 2 in \( q_k^* \) and \( U^* \) is a homogeneous
function of degree 1 in \( p_k^* \). Since \( r_{12}^1 = ((p_1^* - p_2^*)^2 + p_3^2)^{1/2}, r_{23}^1 = (p_2^2 + p_3^2)^{1/2}, r_1^2 = p_1^* \) are the sides of the big triangle and hence do not vanish
as \( t \to 0 \), the denominators in \( U^* = m_1 m_2 / r_{12}^1 + m_2 m_3 / r_{23}^1 + m_1 m_3 / r_1^2 \) do not vanish as \( t \to 0 \). Moreover, \( p_k^*(t) \to \bar{p}_k, k = 1, 2, 3, \) and \( q_k^*(t) \to \bar{q}_k, k = 1, \ldots, 4, \) as \( t \to 0 \). Hence we can expand \( U^* \) as a power-series in \( p_k^* \) in a suitable neighbourhood of \( \bar{p}_k, k = 1, 2, 3 \). Thus \( E^* = T^* - U^* \), and hence the right sides in (3.4.33) can be expanded as power-series in all the seven variables in a neighbourhood of \( \bar{p}_1, \bar{p}_2, \bar{p}_3, \bar{q}_1, \ldots, \bar{q}_4 \) which proves our assertion.

156 Since \( p_k^* \to \bar{p}_k, q_k^* \to \bar{q}_k, k = 1, 2, 3, \) and \( q_4^* \to \bar{q}_4, \) we can write \( p_k^* = \bar{p}_k + \delta_k, \delta_k = 0, k = 1, 2, 3, \) and \( q_k^* = \bar{q}_k + \delta_{k+3}, k = 1, \ldots, 4 \) where \( \delta_k(t) \to 0 \) as \( t \to 0 \). Then it follows that the right sides of (3.4.33) can be expanded as power-series in the seven independent variables \( \delta_1, \ldots, \delta_7 \) for \( |\delta_k| \) sufficiently small for \( k = 1, 2, 3, \) and for arbitrary \( \delta_{k+3}, k = 1, \ldots, 4 \). We may also write \( p_k^* = \delta_4, \) but this variable does not actually appear on the right sides of (3.4.33).

We now assert that the power-series expansion for the right sides in (3.4.33) in the variables \( \delta_k \) do not contain constant terms. This can be proved in the following way. We observe that the particular solution \( p_k^* = \bar{p}_k t^{2/3}, q_k^* = \bar{q}_k t^{-1/3}, k = 1, 2, 3, \) of the three-body problem satisfies the system of differential equations \( \dot{p}_k = E_{q_k}, \dot{q}_k = -E_{p_k}, k = 1, 2, 3, \) and in addition, \( p_4 = 0 \) by assumption and \( q_4 = 0 \) for a collision orbit. Then \( p_k^*, q_k^* \) also satisfy the differential equations (3.4.33); \( p_k^*, q_k^* \) being constants for the particular solution, the left sides of (3.4.33) are zero for this solution and hence the right sides vanish. Thus

\[
E_{q_k}^{*}(\bar{p}_k, \bar{q}_k) - \frac{2}{3} \bar{p}_k = 0, -E_{p_k}^{*}(\bar{p}_k, \bar{q}_k) + \frac{1}{3} \bar{q}_k = 0,
\]

\[
E_{q_4}^{*}(\bar{p}_k, \bar{q}_k) = 0, -E_{p_4}^{*}(\bar{p}_k, \bar{q}_k) - \frac{1}{3} \bar{q}_4 = 0.
\]

But these are precisely the constant terms in the expansions in power-series of the right sides of (3.4.33) and so our assertion is proved.

157 We observe that the variable \( t \) appears explicitly on the left side in (3.4.33) and so we shall transform the system into one in a new variable \( s \) so that \( s \) does not appear explicitly on the left side. For this we
introduce the new variable $s$ by means of the substitution
\[ t = e^{-s}, \quad s = \log \frac{1}{t}, \] (3.4.34)

Then $ds = -\frac{dt}{t}$. We shall denote the derivative of a function $f(s)$ with respect to $s$ by $f'(s)$. Then
\[ \dot{p}_k' = p_k' \frac{ds}{dt} = \frac{1}{t} p_k', \quad \text{or} \quad tp_k' = -p_k', \quad \text{and} \quad t\dot{q}_k' = -q_k'. \]

so that the system (3.4.33) is transformed into the new system
\[ p_k' = \frac{2}{3} p_k' - E_{q_k'}, \quad q_k' = E_{p_k'} - \frac{1}{3} q_k', k = 1, 2, 3; \]
\[ p_4' = -E_{q_4'}, \quad q_4' = \frac{1}{3} q_4'. \] (3.4.35)

Now we introduce the variables $\bar{p}_k + \delta_k, k = 1, 2, 3,$ and $\bar{q}_k + \delta_{k+3}, k = 1, \ldots, 4$. We have $p_k' = \delta_k', q_k' = \delta_{k+3}', k = 1, 2, 3, q_4' = \delta_7'$, and the right sides of (3.4.35) do not contain constant terms in their power-series expansions and the variable $p_4'$ does not occur. So the system (3.4.35) takes the form
\[ \delta_k' = \sum_{l=1}^{8} a_{kl} \delta_l + \varphi_l(\delta_1, \ldots, \delta_7), \quad k = 1, \ldots, 8, \] (3.4.36)

where $\varphi_l(\delta_1, \ldots, \delta_7)$ are power-series in the seven variables $\delta_k, k = 1, \ldots, 7$ starting with terms of degree $\geq 2$. For a collision orbit we know that $q_4 = 0$, and hence $\delta_7 = 0$; and $p_k' \to \bar{p}_k, q_k' \to \bar{q}_k, k = 1, 2, 3,$ as $t \to 0$, so that $\delta_k \to 0, k = 1, \ldots, 6,$ as $t \to 0$ or, equivalently, as $s \to \infty$. Moreover, the coefficients $a_{kl}$ of the linear parts of the equations in the system (3.4.36), being functions of $\bar{p}_k, \bar{q}_k, k = 1, 2, 3,$ alone, are functions determined uniquely by the three masses. Also $a_{k8} = 0, k = 1, \ldots, 8$.

The nature of the solutions of the system (3.3.36) is related to the solution of the associated linear system
\[ \delta_k' = \sum_{l=1}^{8} a_{kl} \delta_l \]
The three-body problem: general collision

in view of the stability theory of solutions of ordinary differential equations and so we shall first study this simpler system. In order to study this system closely it is necessary to study the characteristic equation of the 8-rowed square matrix $A = (a_{kl})$ of the coefficients. Since $q_4' = \frac{1}{3}q_4$, we have $\delta_4' = \frac{1}{3}\delta_4$. Thus

$$a_{21} = 0, \; l \neq 7; \; a_{77} = \frac{1}{3}; \; a_{k8} = 0, k = 1, \ldots, 8.$$ 

So the matrix $A$ of the coefficients of the linear part in (3.3.36) is

$$A = \begin{pmatrix} B & * & 0 \\ 0 & \frac{1}{3} & 0 \\ * & * & 0 \end{pmatrix},$$

where $B$ is the 6-rowed square matrix of the coefficients $a_{kl}, k, l = 1, \ldots, 6$. If $E_m$ denotes the $m$-rowed unit matrix, then the characteristic polynomial of $A$ is given by

$$|zE_8 - A| = z(z - \frac{1}{3})|zE_6 - B|. \quad (3.4.37)$$

In order to simplify the computation of the characteristic polynomial of $A$, we make a transformation $\delta_k = \sum_{l=1}^{8} c_{kl} \epsilon_l + \ldots$, with $|C| = \det(c_{kl}) \neq 0$, so that the system (3.3.36) is transformed into the system of differential equations (in matrix form):

$$\epsilon' = C^{-1}AC \epsilon + \chi(\epsilon_1, \ldots, \epsilon_8),$$

where $\chi_k$ are again power-series starting with quadratic terms. We wish to choose the transformation in such a way that the matrix $C^{-1}AC$ has a simple form. (Let us recall that the characteristic polynomial of $A$ is the same as that of $C^{-1}AC$:

$$|zE - C^{-1}AC| = |C^{-1}(zE - A)C| = |zE - A|.$$ 

We shall now show that such a transformation can be obtained from the canonical transformation of the variables $(\xi_k, \eta_k)$ to $(p_k, q_k)$, in the
following way. Let us recall that under this transformation, the variable $p_4$ does not appear in the new expression for $E$.

We consider the inverse of the canonical transformation from the variables $(\xi_k, \eta_k)$ to the variables $(p_k, q_k)$. This again is a canonical transformation and its Jacobian matrix is symplectic and has, in particular, a non-zero determinant. The transformation is given explicitly as follows:

$$
\begin{align*}
\xi_1 &= p_1 c, \xi_2 = p_1 s, \xi_3 = p_2 c - p_3 s, \xi_4 = p_2 s + p_3 c; \\
\eta_1 &= q_1 c - q_3 s, \eta_2 = q_1 s + q_3 c, \eta_3 = q_2 c - q_3 s, \eta_4 = q_2 s + q_3 c,
\end{align*}
$$

(3.4.38)

where $q_o = (q_4 - p_2 q_3 + p_3 q_2) p^{-1}_4$, $c = \cos p_4$, $s = \sin p_4$.

Since the system of differential equations (3.4.35) was obtained by the substitution: $p_k = p^r_k t^{2/3}, q_k = q^r_k t^{-1/3}, k = 1, 2, 3, p_4 = p^r_4, q_4 = q^r_4 t^{1/3}$, we have $q_o = q^r_o t^{-1/3}$. We introduce the variables $\xi^*_k, \eta^*_k$ by setting

$$
\xi^*_k = \xi^r_k t^{2/3}, \eta^*_k = \eta^r_k t^{-1/3}, k = 1, \ldots, 4.
$$

(3.4.39)

Under these substitutions we obtain from (3.3.38) the following transformation of the variables $p'_k, q'_k$ to $\xi^*_k, \eta^*_k$:

$$
\begin{align*}
\xi^*_1 &= p'_1 c, \xi^*_2 = p'_1 s, \xi^*_3 = p'_2 c - p'_3 s, \xi^*_4 = p'_2 s + p'_3 c, \\
\eta^*_1 &= q'_1 c - q'_3 s, \eta^*_2 = q'_1 s + q'_3 c, \eta^*_3 = q'_2 c - q'_3 s, \eta^*_4 = q'_2 s + q'_3 c.
\end{align*}
$$

(3.4.40)

Then the substitutions $p^*_k = \tilde{p}_k + \delta_k, q^*_k = \tilde{q}_k + \delta_{k+3}, k = 1, 2, 3, p^*_4 = \delta_8, q^*_4 = \tilde{q}_4 + \delta_7$, imply that $\xi^*_k, \eta^*_k$ are functions of the variables $\delta_1, \ldots, \delta_8$ and $\tilde{\xi}_k, \tilde{\eta}_k$ are obtained by setting $\delta_k = 0, k = 1, \ldots, 8$. So we have

$$
\begin{align*}
\tilde{\xi}_1 &= \tilde{p}_1, \tilde{\xi}_2 = 0, \tilde{\xi}_3 = \tilde{p}_2, \tilde{\xi}_4 = \tilde{p}_3; \\
\tilde{\eta}_1 &= \tilde{q}_1, \tilde{\eta}_2 = \tilde{q}_o, \tilde{\eta}_3 = \tilde{q}_2, \tilde{\eta}_4 = \tilde{q}_3.
\end{align*}
$$

(3.4.41)

These values have been determined explicitly in both the equilateral and the collinear cases. It is also clear that $\xi^*_k \rightarrow \tilde{\xi}_k, \eta^*_k \rightarrow \tilde{\eta}_k, k = 1, \ldots, 4$, as $\delta_1 \rightarrow 0, \ldots, \delta_8 \rightarrow 0$. Since to say that $p'_k, q'_k$ satisfy the system of differential equations (3.4.35) is equivalent to saying that $p_k, q_k$ satisfy
the Hamiltonian system, it follows that $\xi_k, \eta_k$ satisfy the Hamiltonian system
\[
\dot{\xi}_k = E_{\eta_k}, \dot{\eta}_k = -E_{\xi_k}, \quad k = 1, \ldots, 4.
\]
By means of the substitution \((3.4.39)\) and $t = e^{-s}$, we obtain the following system of differential equations for $\xi'_k, \eta'_k$, considered as functions of the variable $s$:
\[
\xi'_k = \frac{2}{3} \xi_k - E_{\eta_k} \eta'_k = \frac{1}{3} \eta_k + E_{\xi_k} \xi_k, \quad k = 1, \ldots, 4. \tag{3.4.42}
\]
On differentiating $E^*$ with respect to $\eta^*_k$ we get
\[
E^* \eta^* = \begin{cases} 
\left(\frac{1}{m_1} + \frac{1}{m_3}\right) \eta^*_k + \frac{1}{m_3} \eta^*_{k+2}, & k = 1, 2; \\
\left(\frac{1}{m_2} + \frac{1}{m_3}\right) \eta^*_k + \frac{1}{m_3} \eta^*_{k-2}, & k = 3, 4.
\end{cases} \tag{3.4.43}
\]
We take
\[
\xi^*_k = \xi'_k, \quad \xi^*_{k+4} = -E^*_{\eta^*_k}, \quad k = 1, \ldots, 4. \tag{3.4.44}
\]
Then we can solve $\xi^*_{k+4} = -E^*_{\eta^*_k}, \quad k = 1, \ldots, 4$, and use \((3.4.43)\) to express $\eta^*_k$ in terms of $\xi^*_{k+4}, \quad k = 1, \ldots, 4$. We obtain
\[
\eta^*_k = \begin{cases} 
-\frac{m_1}{m} (m_2 + m_3) \xi^*_k + \frac{m_1 m_2}{m} \xi^*_{k+6}, & k = 1, 2; \\
\frac{m_1 m_2}{m} \xi^*_k + \frac{m_3}{m} (m_1 + m_3) \xi^*_{k+4}, & k = 3, 4.
\end{cases} \tag{3.4.45}
\]
where $m = m_1 + m_2 + m_3$. The system \((3.3.42)\) then becomes
\[
\xi'_k = \frac{2}{3} \xi_k - \xi^*_{k+4} + \xi^*_{k+4} = -\frac{1}{3} \xi^*_{k+4} - F^*_k, \quad k = 1, \ldots, 4, \tag{3.4.46}
\]
where
\[
F^*_k = \begin{cases} 
\frac{m_1 + m_3}{m_1 m_3} E^*_\xi + \frac{1}{m_3} E^*_{\xi_{k+2}}, & k = 1, 2; \\
\frac{m_2 + m_3}{m_2 m_3} E^*_\xi + \frac{1}{m_3} E^*_{\xi_{k-2}}, & k = 3, 4.
\end{cases} \tag{3.4.47}
\]
By the definition of $\zeta^*_k$ it is clear that the $\zeta^*_k$ tend to finite limits $\bar{\zeta}_k (k = 1, \ldots, 8)$ and we have

$$\bar{\zeta}_1 = \bar{p}_1, \bar{\zeta}_2 = 0, \bar{\zeta}_3 = \bar{p}_2, \bar{\zeta}_4 = \bar{p}_3, \ldots$$  \hspace{1cm} (3.4.48)

where the $\bar{p}_k$ have already been determined. We now introduce the variables $\epsilon_k$ by setting

$$\zeta^*_k = \bar{\zeta}_k + \epsilon_k, \hspace{1cm} k = 1, \ldots, 8.$$  \hspace{1cm} (3.4.49)

Then the system of differential equations (3.4.46) for $\zeta^*_k$ implies that the $\epsilon_k$, considered as functions of the variable $s$, satisfy the system of differential equations

$$\epsilon'_k = \frac{2}{3} \epsilon_k + \epsilon_{k+4}, \epsilon'_{k+4} = -\frac{1}{3} \epsilon_{k+4} - \sum_{l=1}^{4} h_{kl} \epsilon_l + \ldots, k = 1, \ldots, 4,$$  \hspace{1cm} (3.4.50)

where the coefficients $h_{kl}$ are calculated from (3.3.47) using the relations $E^*_k = -U^*_k$, $k = 1, \ldots, 4$, and substituting $\zeta^*_k = \zeta^*_k = \bar{\zeta}_k + \epsilon_k$, $k = 1, \ldots, 4$. Using the values of $\bar{\zeta}_k$ given by (3.4.48), we find that the matrix $H = (h_{kl})$, $k, l = 1, \ldots, 4$, is given, in the equilateral case, by

$$H = \rho^{-3} \begin{pmatrix} m_0 \pi - 2(m_0 + m_1) & 3 \sqrt{3} & 0 & 0 \\ \frac{3}{2} \pi m_2 & m_0 + m_1 & \frac{5}{2} \pi m_1 & 3 \sqrt{3} \\ \frac{1}{2} m_1 & -\frac{3}{2} \pi m_2 & m_0 + m_1 & \frac{5}{2} \pi m_1 \\ \frac{1}{2} m_1 & 3 \sqrt{3} & \frac{1}{2} (m_0 + m_1 - m_1) & \frac{3}{2} \pi m_2 \end{pmatrix}$$

and in the collinear case, by

$$H = \bar{\rho}^{-3} \begin{pmatrix} -2m_0 + m_1 - 2m_2 \omega^{-3} & 2m_1 \omega^{-3} - (1 - \omega^{-1}) & 0 & 0 \\ 2m_0 \omega^{-3} - (1 - \omega^{-1}) & m_0 + m_0 \omega^{-3} & 0 & 0 \\ 0 & 0 & m_0 \omega^{-3} + m_1 \omega^{-3} & m_0 \omega^{-3} + m_1 \omega^{-3} \\ 0 & 0 & m_0 \omega^{-3} + m_2 \omega^{-3} & m_0 \omega^{-3} \end{pmatrix}$$

Then the matrix of the coefficients of the linear part of the system (3.4.50) is given by

$$\begin{pmatrix} \frac{2}{3} E_4 & E_4 \\ -H & -\frac{1}{3} E_4 \end{pmatrix},$$
and the characteristic polynomial of this matrix is

$$\begin{vmatrix} \left(z - \frac{2}{3}\right) & \left(z + \frac{1}{3}\right) \end{vmatrix} E_4 + H$$,

which is also the characteristic polynomial of the matrix $A$. Hence we have, recalling (3.4.37),

$$\begin{vmatrix} \left(z - \frac{2}{3}\right) & \left(z + \frac{1}{3}\right) \end{vmatrix} = \begin{vmatrix} z - \frac{1}{3} \end{vmatrix} \begin{vmatrix} zE_6 - B \end{vmatrix}$$.

Denoting $\left(z - \frac{2}{3}\right) \left(z + \frac{1}{3}\right)$ by $x$, this gives

$$|xE_4 + H| = \left(x + \frac{2}{9}\right) |zE_6 - B|$$.

Explicit calculation of the left side shows that, in the equilateral case,

$$|xE_4 + H| = \left(x + \frac{2}{9}\right) \left(x^2 - \frac{2}{9}x - \frac{8}{81} + \frac{1}{3}a\right)$$,

where

$$a = (m_1 m_2 + m_2 m_3 + m_1 m_3) (m_1 + m_2 + m_3)^{-2}$$, (3.4.51)

and in the collinear case,

$$|xE_4 + H| = \left(x + \frac{2}{9}\right) \left(x - \frac{4}{9}\right) \left(x + \frac{2}{9} + \frac{2}{9}b\right) \left(x - \frac{4}{9} - \frac{4}{9}b\right)$$,

where

$$b = \frac{m_1 (1 + (1 - \omega)^{-1} (1 - \omega) + m_3 (1 + \omega^{-1} + \omega^{-2})}{m_1 + m_2 (\omega^{-2} + (1 - \omega)^{-2}) + m_3}$$, (3.4.52)

Thus we obtain

$$|zE_6 - B| = \left(x - \frac{4}{9}\right) \left(x^2 - \frac{2}{9}x - \frac{8}{81} + \frac{1}{3}a\right)$$, in the equilateral case.
4. Reduction to a rotating coordinate system

\[
\left( x - \frac{4}{9} \right) \left( x + \frac{2}{9} b \right) \left( x - \frac{4}{9} - \frac{2}{9} b \right),
\]
in the collinear case.

It is clear from (3.4.51) that \( a \) is positive, and since \( 0 < \omega < 1 \), \( b \) is also positive. The characteristic polynomial of \( B \) is a cubic in \( x \) and we shall determine all the roots. Consider first the equilateral case. Since \( x = (z + \frac{1}{3}) (z - \frac{2}{3}) \), we have

\[
x - \frac{4}{9} = z - \frac{1}{3}z - \frac{2}{3} = (z - 1)(z + \frac{2}{3}).
\]

The roots of \( x^2 - \frac{2}{9}x - \frac{8}{81} + \frac{1}{3}a = 0 \) are \( x = \frac{1}{9} \pm \frac{1}{3} \sqrt{1 - 3a} \), and hence we get \( z^2 - \frac{1}{3}z - \frac{1}{3} \pm \frac{1}{3} \sqrt{1 - 3a} = 0 \), of which the roots are

\[
z = \frac{1}{6} \pm \frac{1}{6} \sqrt{13 \pm 12 \sqrt{1 - 3a}}.
\]

Here \( 0 \leq 1 - 3a < 1 \) because we have

\[
2(1 - 3a) = (m_1 - m_2)^2 + (m_2 - m_3)^2 + (m_3 - m_1)^2(m_1 + m_2 + m_3)^{-2} \geq 0,
\]
and \( 1 - 3a = 0 \) if and only if \( m_1 = m_2 = m_3 \). So it follows that all the eigen values of the matrix \( B \) are real and are given by

\[
-a_0 = -\frac{2}{3}, -a_1 = -\frac{1}{6} - \frac{1}{6} \sqrt{13 + 12 \sqrt{1 - 3a}},
-a_2 = \frac{1}{6} - \frac{1}{6} \sqrt{13 - 12 \sqrt{1 - 3a}},
-a_3 = \frac{1}{6} + \frac{1}{6} \sqrt{13 - 12 \sqrt{1 - 3a}},
-a_4 = \frac{1}{6} + \frac{1}{6} \sqrt{13 + 12 \sqrt{1 - 3a}}, a_5 = 1.
\] (3.4.53)

Since \( 0 \leq 1 - 3a < 1 \), we have \(-a_2 \geq -a_1 > -a_0\), and all these are negative while \( a_5 > a_4 \geq a_3 > 0 \). All the six roots are distinct except when \( 1 - 3a = 0 \), i.e. \( m_1 = m_2 = m_3 \), and then \( a_1 = a_2, a_3 = a_4 \).

Next we consider the collinear case. As before we get the 3 equations

\[
x - \frac{4}{9} = (z - 1)(z + \frac{2}{3}) = 0, \ x + \frac{2}{9}b = z - \frac{1}{3}z + \frac{2}{9}b = 0,
\]
3. The three-body problem: general collision

\[ x - \frac{4}{9} \cdot \frac{4}{9} b = z^2 - \frac{1}{3} z - \frac{2}{3} \cdot \frac{4}{9} b = 0. \] Hence the eigen values of the matrix \( B \) are \( z = 1, z = -\frac{2}{3}, z = \frac{1}{6} \pm \frac{1}{6} \sqrt{1 - 8b}, \) \( z = \frac{1}{6} \pm \frac{1}{6} \sqrt{25 + 16b}. \) Here \( 1 - 8b < 1 \) and \( 1 - 8b \) can be negative, and in this case two of the eigen values are complex, complex conjugates of each other. For instance, if \( m_1 = m_3, \) then \( \omega = \frac{1}{2} \) and \( 1 - 80b \not\equiv 0 \) if \( \frac{m_2 55}{m_1 4}. \) If \( 8b 1, \) all the eigen values are real and distinct. If \( 8b = 1, \) all the eigen values are real and there is a multiple root. Finally, then, the eigen values of the matrix \( B \) in the collinear case are given by:

\[
\begin{align*}
-b_0 &= -\frac{2}{3}, \\
-b_1 &= \frac{1}{6} - \frac{1}{6} \sqrt{25 + 16b}, \\
b_2 &= \frac{1}{6} - \frac{1}{6} \sqrt{1 - 8b}, \\
b_3 &= \frac{1}{6} + \frac{1}{6} \sqrt{1 - 8b}, \\
b_4 &= \frac{1}{6} + \frac{1}{6} \sqrt{25 + 16b}, \\
b_5 &= 1. \\
\end{align*}
\]

It is clear that \( -b_0 \) and \( -b_1 \) are two negative roots and \( -b_1 < -b_0. \) There are four distinct positive roots if \( 8b < 1, \) and four positive roots, two of them equal \( (b_2 = b_3 = \frac{1}{6}) \) if \( 8b = 1, \) and two positive roots and a pair of complex conjugate roots with positive real parts if \( 8b > 1. \)

In order to see how to utilize the knowledge of the eigenvalues for a study of the solutions of the system of equations (3.4.36), it is necessary to investigate in some detail the theory of stability of solutions of systems of ordinary differential equations.

5 Stability theory of solutions of differential equations

We shall now study the problem of the stability of the solutions of a system of ordinary differential equations of the first order. Let \( s \) be a real variable and \( x_1, \ldots, x_m \) independent real variables. If \( f \) is a continuously differentiable function of \( s, \) we denote the derivative of \( f \) with respect to \( s \) by \( f'. \) We consider the system of \( m \) ordinary differential equations of the first order in \( m \) unknown real functions \( x_k = x_k(s), k = 1, \ldots, m, \)
of the variable $s$:}

$$x_k' = \sum_{l=1}^{m} a_{kl}x_l + \varphi_k(x_1, \ldots, x_m), \quad k = 1, \ldots, m, \quad (3.5.1)$$

where the $\varphi_k$ are power-series in the $m$ real variables $x_1, \ldots, x_m$ with real coefficients and starting with quadratic terms. The $a_{kl}$ are real constants and we assume that the $\varphi_k$ converge for $|x_k|$ sufficiently small.

Let $\xi_1, \ldots, \xi_m$ be given real numbers. We want to consider the problem of finding all solutions $x_k(s) = x_k(0), \quad k = 1, \ldots, m$, of (3.5.1), taking the initial values $x_k(0) = \xi_k$ and studying their behaviour as $s \to \infty$. This is nearly the same as the equilibrium problem in mechanics, which is the following. Suppose that we have a mechanical system whose motion is governed by the system of equations (3.5.1). Since the right side of (3.5.1) contains no constant terms, $x_k(s) \equiv 0$ is a particular solution. The solution $x_k(s) \equiv 0$ is called an equilibrium solution of (3.5.1).

If the right sides of (3.5.1) were power-series, possibly with constant terms, then $x_k(s) = c_k$, where $c_k, k = 1, \ldots, m$, are constants would be called an equilibrium solution if the $c_k$ are a set of common zeros of the right sides. However, one sees easily that by taking the variables $X_k = x_k - c_k$ in place of $x_k$, one can reduce the system to one in the new variables, which is of the same form as (3.5.1), such that $X_k \equiv 0$ is an equilibrium solution for the new system. The solution $x_k(s) = c_k$, where $c_k, k = 1, \ldots, m$, are constants would be called an equilibrium solution if the $c_k$ are a set of common zeros of the right sides. However, one sees easily that by taking the variables $X_k = x_k - c_k$ in place of $x_k$, one can reduce the system to one in the new variables, which is of the same form as (3.5.1), such that $X_k \equiv 0$ is an equilibrium solution for the new system.

The problem of equilibrium consists in finding the behaviour of the solution when the initial values are varied in a sufficiently small neighbourhood of $(\xi_1, \ldots, \xi_m)$. Let $s_0$ be a large positive number such that the solutions $x_k(s)$ of (3.5.1) have the property that $|x_k(s)|, k = 1, \ldots, m$, are sufficiently small for $s \geq s_0$, so that when these values are inserted in the power-series, the latter converge. Since the right side of (3.5.1) does not contain the variable $s$ explicitly, the system remains unchanged if $s$ is replaced by the variable $s - s_0$. We may assume that $s$ has been replaced by $s - s_0$ and we then consider solutions in the half-line $s \geq 0$.

We have the following definition of stability of the solutions of (3.5.1). If for a given neighbourhood $V$ of 0 in $m$-dimensional Euclidean
space we can find a neighbourhood $W$ of $0$ with $W \subset V$, such that for any point $(\xi_1, \ldots, \xi_m)$ in $W$, the solutions $x_k(s)$ of the system (3.5.1) taking initial values $x_k(0) = \xi_k, k = 1, \ldots, m$, exist for all $s \geq 0$ and remain in the neighbourhood $V$ as $s \to \infty$, then the equilibrium solution of (3.5.1) is called stable. If the equilibrium is not stable, we would also like to find for what initial conditions the solutions tend to zero as $s \to \infty$. The problem of stability of solutions of ordinary differential equations was first discussed by Poincaré by the method of power-series expansions, and independently by Liapounoff. But neither gave a method for obtaining all stable solutions. Bohl, and subsequently, Perron (Math. Zeit. (1928)) considered the problem of determining all stable solutions. Bohl studied the problem of stability also for systems of differential equations more general than the ones we consider, in the sense that the $\varphi_k$ were assumed to be functions which satisfied certain growth conditions. Perron’s method was simpler. We shall, however, give a treatment different from both these.

Consider the ball $\sum_{k=1}^{m} x_k^2 < \epsilon$, where $\epsilon$ is a sufficiently small positive number. Instead of finding all solution of (3.5.1) which are asymptotic to 0 as $s \to \infty$, we consider the more general problem of finding all solutions $x_k(s)$ of (3.5.1) which, for all $s \geq 0$, belong to the ball $\sum_{k=1}^{m} x_k^2 < \epsilon$. For this we start by simplifying the linear terms on the right side of (3.5.1) by a suitably chosen linear substitution. Let $A = (a_{kl})$ denote the $m$-rowed square matrix of the real coefficients $a_{kl}, k, l = 1, \ldots, m$, of the linear terms in (3.5.1) and we write (3.5.1) in the vector notation as

$$x' = Ax + \varphi(x). \quad (3.5.2)$$

We now apply the linear substitution

$$x = Cy \quad (3.5.3)$$

to $x$, where $C$ is a real $m$-rowed square matrix with $|C| \neq 0$. Then the system (3.4.2) is transformed into the system

$$y' = C^{-1} ACy + \psi(y_1, \ldots, y_m), \quad (3.5.4)$$
where \( \psi \) is the column vector whose components \( \psi_k \) are power-series in the \( m \) independent variables \( y_1, \ldots, y_m \) with real coefficients and starting with quadratic terms. Under the substitution \( \psi \), which is not necessarily orthogonal, the ball \( \sum_{k=1}^{m} x_k^2 < \epsilon \) is transformed into a bounded domain in \( m \)-dimensional \( y \)-space. Since \( \epsilon > 0 \) can be chosen sufficiently small, we may assume that this transformed domain is contained in the \( y \)-sphere \( \sum_{k=1}^{m} y_k^2 < \epsilon \). We choose the substitution \( \psi \) in such a way that the matrix \( C^{-1}AC \) is in the normal form. (The reduction of a matrix to the normal form was first done by Weierstrass in 1868; it is what has subsequently been called the Jordan canonical form). Then the system of differential equations is reduced to a simpler form. For the moment we consider only the special case of \( \psi \) containing only linear terms on the right:

\[
x' = Ax.
\]

(3.5.5)

If all the eigenvalues \( \lambda_1, \ldots, \lambda_m \) of the matrix \( A \) are real and distinct, then the matrix \( C^{-1}AC \) is a diagonal matrix

\[
\begin{pmatrix}
\lambda_1 & 0 \\
& \ddots \\
& & \lambda_m
\end{pmatrix}
\]

and (3.5.5) is reduced to the simple form

\[
y'_k = \lambda_k y_k, \quad k = 1, \ldots, m.
\]

(3.5.6)

This can be integrated immediately to give the solution

\[
y_k = c_k e^{\lambda_k s}, \quad k = 1, \ldots, m,
\]

(3.5.7)

where the \( c_k \) are constants of integration. Since the substitution \( \psi \) is linear, it is clear that if \( x_k(s) \to 0 (k = 1, \ldots, m) \) as \( s \to \infty \), then \( y_k(s) \to 0 (k = 1, \ldots, m) \) too as \( s \to \infty \), and conversely. Since we seek solutions which tend to zero as \( s \to \infty \), we should have

\[
c_k = 0 \text{ if } \lambda_k \geq 0 \text{ and } c_k \text{ arbitrary real if } \lambda_k < 0.
\]

(3.5.8)
Hence we find that the general solution of (3.5.5) which goes to zero as $s \to \infty$ contains exactly the same number of arbitrary independent real parameters as the number of negative eigen-values of the matrix $A$. This motivates the conjecture that this result can be generalized to the system (3.5.2): suppose that all the eigen-values of $A$ are real and distinct and exactly $n$ of them are negative then there exist exactly $n$ independent arbitrary real parameters in a general solution asymptotic to zero. This, however, is not in general true. It is true if zero is not an eigen-value of $A$. For the moment we shall consider only the case in which $A$ has only real eigen-values. Later we shall generalize the result to the case in which some eigen-values are even complex.

We proceed to the following general theorem.

**Theorem 3.5.1.** Suppose that all the eigen-values of the real matrix $A$ are real, distinct and different from zero. If there are exactly $n$, $0 \leq n \leq m$, negative eigen-values, then a general solution of (3.5.2) which is such that $\sum_{k=1}^{m} y_k^2(s) < \epsilon$ for all $s \geq 0$ contains exactly $n$ independent real parameters.

**Proof.** Let $\lambda_1, \ldots, \lambda_m$ be the eigen-values of $A$ and suppose that

$$\lambda_1 < 0, \ldots, \lambda_n < 0, \lambda_{n+1} > 0, \ldots, \lambda_m > 0.$$  \hspace{1cm} (3.5.9)

It may happen that $n = 0$ or $n = m$. By a suitable choice of the substitution (3.5.3), we transform the system (3.5.2) into the system

$$y_k' = \lambda_k y_k + \psi_k(y_1, \ldots, y_m), \quad k = 1, \ldots, m,$$  \hspace{1cm} (3.5.10)

where the $\psi_k$ are power-series with real coefficients and starting with quadratic terms in the variables $y_1, \ldots, y_m$ and convergent for small values of $|y_k|$. We may assume that $\epsilon$ is so small that the $\psi_k$ converge in the $y$-sphere $\sum_{k=1}^{m} y_k^2 < \epsilon$. In order to simplify the system (3.5.10) further, we introduce a non-linear substitution of the form

$$u_k = y_k - F_k(y_1, \ldots, y_n), \quad k = 1, \ldots, m,$$  \hspace{1cm} (3.5.11)

where the $F_k$ are power-series with real coefficients in the $n$ independent variables $y_1, \ldots, y_n$ only, starting with quadratic terms and convergent.
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for small $|y_k|$. We remark that it is essential for our method that the $F_k$ are functions of the variables $y_1, \ldots, y_n$ alone. If $n = 0$, then all $F_k \equiv 0$ and if $n = m$, then $F_k$ are power-series in all the variables $y_1, \ldots, y_m$. It is immediately seen that the Jacobian matrix of the transformation (3.5.11) of the variables $y_1, \ldots, y_m$ to the variables $u_1, \ldots, u_m$ at the origin is the identity and hence the transformation is locally invertible at the origin. By local inversion we obtain $y_k$ as power-series in the variables $u_1, \ldots, u_m$. In fact, if one considers the substitution (3.5.11) only for $k = 1, \ldots, n$, it defines a transformation of the variables $y_1, \ldots, y_n$ to $u_1, \ldots, u_n$. We can express $y_k$, $k = n + 1, \ldots, m$, in terms of $u_1, \ldots, u_n$ by inserting in $F_k$ the values of $y_1, \ldots, y_n$ in terms of $u_1, \ldots, u_n$ got by inversion from the first $n$ equations in (3.5.11). Hence the inverse transformation of (3.5.11) has the same form. It is clear that if we make two such substitutions in succession, then the composite of the two is again such a substitution. So the substitutions of the form (3.5.11) form a group.

Differentiating (3.5.11) with respect to the variable $s$, we get

$$u'_k = y'_k - \sum_{l=1}^{n} F_{ky_l}y'_l.$$  

Substituting for $y'_k$ from (3.4.10) we obtain

$$u'_k = \lambda_k y_k + \psi_k(y_1, \ldots, y_m) - \sum_{l=1}^{n} F_{ky_l}(y_1, \ldots, y_n)(\lambda_l y_l + \psi_l(y)).$$

Once again it follows from (3.5.11) that $y_k = u_k + F_k$, $k = 1, \ldots, m$, so that we have, for $k = 1, \ldots, m$,

$$u'_k = \lambda_k u_k + \lambda_k F_k + \psi_k - \sum_{l=1}^{n} \lambda_l F_{ky_l}y_l - \sum_{l=1}^{m} F_{ky_l}y_l,$$

(3.5.12)

where the terms on the right can all be considered as functions of $u_1, \ldots, u_m$ after substituting for $y_1, \ldots, y_m$ the values obtained by the inversion of (3.5.11). We set, for $k = 1, \ldots, m$,

$$\chi_k(u_1, \ldots, u_m) = \lambda_k F_k(y_1, \ldots, y_n) + \psi_k(y_1, \ldots, y_m)$$
so that we can write the system (3.5.12) in the form
\[ u'_k = \lambda_k u_k + \chi_k(u_1, \ldots, u_m) \quad k = 1, \ldots, m. \] (3.5.14)

From the definitions (3.5.13) of the functions \( \chi_k \), it is clear that they are power-series with real coefficients, starting with quadratic terms in the variables \( u_1, \ldots, u_m \), and convergent for small \( |u_k| \). The idea of the proof now is to try to find the power-series \( F_k \) in (3.5.11) in such a way that the power-series \( \chi_k \) have simple forms. (If in (3.5.11) we took \( F_k \) as power-series in all the variables \( y_1, \ldots, y_m \), then we could secure \( \chi_k \equiv 0 \), but it would be difficult to prove the convergence of \( F_k \). However, with our choice of \( F_k \), the \( \chi_k \) may not all vanish identically, but the proof of convergence would be simpler.) We take for \( F_k \) power-series in \( y_1, \ldots, y_n \) with undetermined coefficients and try to find the coefficients in such a way that every term in \( \chi_k \) contains at least one of the variables \( u_{n+1}, \ldots, u_m \) as a factor. That is, for \( u_{n+1} = \ldots = u_m = 0 \), we have
\[ \chi_k(u_1, \ldots, u_n, 0, \ldots, 0) \equiv 0, k = 1, \ldots, m. \] (3.5.15)

In other words, we seek power-series \( F_k(y_1, \ldots, y_n) \) so that the substitution (3.5.11) leads to the identity (3.5.15) for all \( u_1, \ldots, u_n \) when we put \( u_{n+1} = \ldots = u_m = 0 \) in the power-series \( \chi_k \). We shall show that, under an additional condition, the power-series \( F_k \) are uniquely determined by the requirement (3.5.15). Then the system of differential equations (3.5.14) takes a simpler form in which it can be integrated directly. We shall later prove the convergence of the power-series \( F_k \) thus obtained.

Since \( \epsilon > 0 \) can be chosen as small as we want, the neighbourhood \( \sum_{k=1}^{m} y_k^2 < \epsilon \) of \( y_1 = 0, \ldots, y_m = 0 \) is transformed by the substitution (3.5.11) into a neighbourhood of \( u_1 = 0, \ldots, u_m = 0 \). Once again we may assume that this transformed neighbourhood is contained in the ball \( \sum_{k=1}^{m} u_k^2 < \epsilon \).
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The conditions $u_{n+1} = 0, \ldots, u_m = 0$ mean that $y_{n+1}, \ldots, y_m$ satisfy the relations

$$y_k = F_k(y_1, \ldots, y_n), \quad k = n + 1, \ldots, m. \quad (3.5.16)$$

Substituting these power-series with undetermined coefficients in the expression (3.5.13) defining $\chi_k$ as a power-series in the variables $y_1, \ldots, y_n$, we get the functions

$$\chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = 1, \ldots, m,$$

where $u_l$ denotes the power-series $u_l(y_1, \ldots, y_n, F_{n+1}(y_1, \ldots, y_n), \ldots, F_m(y_1, \ldots, y_n))$, $l = 1, \ldots, n$, in the variables $y_1, \ldots, y_n$. Since all the power-series $F_k$ and $\chi_k$ start with quadratic terms, it follows that $\chi_k(u_1, \ldots, u_n, 0, \ldots, 0)$ is a power-series starting with quadratic terms in the variables $y_1, \ldots, y_n$. We thus get power-series in $y_1, \ldots, y_n$ and these can be replaced, by local inversion of the substitution (3.5.11), by series in $u_1, \ldots, u_m$. It is however not necessary to use the inversion of (3.5.11), and so not necessary to use the variables $u_k$ at all. Instead, one can directly consider the condition (3.5.15) to hold identically as power-series in $y_1, \ldots, y_n$. This implies certain polynomial relations for the coefficients of $F_k$. The coefficients can then be determined by induction from these relations, in the following way.

Let $g$ be an integer $\geq 2$. Suppose that the coefficients of all terms of total degrees 2, 3, \ldots, $g - 1$ in $F_k(k = 1, \ldots, m)$ have been determined. Then we show that the coefficients of the terms of total degree $g$ can be determined. Consider a term of total degree $g$ in $F_k$, of the form

$$c_k y_1^{g_1} \cdots y_n^{g_n}, \quad (3.5.17)$$

where $g_1, \ldots, g_n$ are non-negative integers such that $g_1 + \ldots + g_n = g \geq 2$. The (real) coefficients $c_k$ in (3.5.17) is determined by equating to zero the coefficient of the term $y_1^{g_1} \cdots y_n^{g_n}$ in the power-series $\chi_k$ obtained on replacing $y_l, l = n + 1, \ldots, m$, by the power-series $F_l$. Then $c_k g_1^{g_1} \cdots y_1^{g_1-1} \cdots y_n^{g_n}$ is a term of total degree $g - 1$ in $F_{ky}$, so that the coefficient of $y_1^{g_1} \cdots y_n^{g_n}$ in $y_l F_{ky}$ is $c_k g_1$. Then in view of (3.5.13) the
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condition (3.5.15) implies that

\[ c_k(\lambda_k - \sum_{l=1}^{n} g_l \lambda_l) = \text{coefficient of } y_1^{g_1} \ldots y_n^{g_n} \text{ in } (-\psi_k + \sum_{l=1}^{n} F_{k\lambda} \psi_l). \]  

(3.5.18)

Since \( \psi_k \) starts with quadratic terms in \( y_1, \ldots, y_n \) and

\[ \psi_k(y_1, \ldots, y_m) = \psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m), \quad k = 1, \ldots, m, \]

where again \( F_l, l = n+1, \ldots, m \), are power-series starting with quadratic terms in \( y_1, \ldots, y_n \), the coefficient of \( y_1^{g_1} \ldots y_n^{g_n} \) in \( \psi_k \) involves only the coefficients in \( F_k \) of total degrees 2, 3, \ldots, \( g-1 \), which are known by the induction assumption, and is actually a polynomial in these known coefficients of total degrees \( \leq g-1 \). The same is the case with the coefficient of \( y_1^{g_1} \ldots y_n^{g_n} \) in \( \sum_{l=1}^{n} F_{k\lambda} \psi_l \). Thus the right side of (3.5.18) is known by the induction assumption.

In the particular case \( g = 2 \), we have only to consider the contribution from the quadratic terms in \( -\psi_k \), because \( F_{k\lambda} \psi_l \) is a power-series starting with cubic terms in the variables \( y_1, \ldots, y_n \). Moreover, the quadratic terms in \( -\psi_k \) in the variables \( y_1, \ldots, y_n \) give contributions only from the terms \( y_p y_q, \quad p, q = 1, \ldots, n \), and not from the terms involving \( y_p F_{q}, \quad p, q = n+1, \ldots, m \). Hence in this case the right side of (3.5.18) is completely determined by the coefficients of \( \psi_k \) itself, and hence we can start the induction.

The coefficients \( c_k \) can then be determined from (3.5.18) whenever

\[ \lambda_k \neq \sum_{l=1}^{n} g_l \lambda_l, \quad k = 1, \ldots, m, \]  

(3.5.19)

where \( g_l \) are non-negative integers with \( g_1 + \ldots + g_n = g \geq 2 \). We see that (3.5.19) is actually only a finite set of conditions to be satisfied by \( \lambda_1, \ldots, \lambda_m \). In fact, \( -\lambda_l > 0, \quad l = 1, \ldots, n \), implies that \( -\sum_{l=1}^{n} g_l \lambda_l \to \infty \) as \( g \to \infty \). This means that for integers \( g_1, \ldots, g_n \geq 0 \) such that \( g_1 + \ldots + g_n = g \geq g_0 \), where \( g_0 \) is sufficiently large, the condition (3.5.19) is automatically satisfied, and so we need assume (3.5.19) only
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for a finite set of \( n \)-tuples of integers \( g_1, \ldots, g_n \), all non-negative, with \( 2 \leq g < g_n \), \( k = 1, \ldots, n \). On the other hand, if \( k = n+1, \ldots, m \), we know that \( \lambda_k > 0 \) and \( - \sum_{l=1}^{n} g_i a_l > 0 \), so that (3.5.19) is always satisfied. Then it follows that all the coefficients in the power-series \( F_k \) can be determined by induction, provided that the finite set of conditions (3.5.19) holds. (If the condition (3.5.19) does not hold, there are complications which, however, can be overcome, as we shall show later).

We remark that if we had taken \( F_k \) to be power-series in all the variables \( y_1, \ldots, y_m \), then \( \lambda_k - \sum_{l=1}^{m} g_i a_l \) would become arbitrarily small if \( 0 < n < m \), and so we would have arbitrarily small denominators for the coefficients \( c_k \) to be determined from (3.5.18), which would make the proof of convergence more difficult.

We shall prove the convergence of the power-series \( F_k \) obtained above later by the Cauchy method of majorants. We proceed with the proof of the theorem assuming for the moment the convergence of the power-series \( F_k \) for sufficiently small \( |y| \), \( l = 1, \ldots, n \).

We shall now determine the general solution of the system of differential equations (3.5.14):

\[
\frac{du_k'}{ds} = \lambda_k u_k + \chi_k, \quad k = 1, \ldots, m,
\]

where the power-series \( \chi_k \) are determined by (3.5.13) after inserting the power-series \( F_k = F_k(y_1(u), \ldots, y_n(u)) \), \( k = n+1, \ldots, m \), obtained above; we seek only solutions \( u_k \) such that \( \sum_{k=1}^{m} u_k^2 < \epsilon \) for all \( s \geq 0 \). First we show that \( u_k \equiv 0 \) for \( k = n+1, \ldots, m \). For this we set

\[
v = \sum_{k=n+1}^{m} u_k^2. \tag{3.5.20}
\]

If \( n = m \), this sum is empty and there is nothing to prove. So let \( n < m \). Now, if \( u_k = u_k(s) \) are solutions of the system \( u_k' = \lambda_k u_k + \chi_k \), \( k = n+1, \ldots, m \), then we obtain for \( v \) the differential equation

\[
v' = 2 \sum_{k=n+1}^{m} u_k u_k' = 2 \sum_{k=n+1}^{m} \lambda_k u_k^2 + 2 \sum_{k=n+1}^{m} u_k \chi_k.
\]
We estimate the right side from below. Let \( \lambda = \min(\lambda_{n+1}, \ldots, \lambda_m) \). Then \( \lambda > 0 \) and \( \sum_{k=m+1}^{m} \lambda_k u_k^2 \geq 2\lambda v \). Since \( \chi_k(u_1, \ldots, u_n, 0, \ldots, 0) \equiv 0 \) identically in \( u_1, \ldots, u_n \), and \( \chi \) starts with quadratic terms, at least one of \( u_{n+1}, \ldots, u_m \) occurs as a factor in each term of \( \chi_k(u_1, \ldots, u_n) \). Since \( u_k \) is real, \( u_k^2 \leq v, \) \( k = n + 1, \ldots, m \), and so \( |u_k| \leq \sqrt{v} \). Consequently, each term of \( u_k \chi_k, \) \( k = n + 1, \ldots, m \), has a factor of the form \( u_p, u_q \), \( p, q = n + 1, \ldots, m \), and hence of absolute value \( \leq \sqrt{v} \) whereas the remaining factor of the term is a product of powers of \( u_1, \ldots, u_m \), at least of total degree 1. As the \( \chi_k \) are uniformly convergent, one can choose \( \epsilon > 0 \) so small that \( \sum_{k=1}^{m} u_k^2 < \epsilon \) implies \( \sum_{k=n+1}^{m} u_k \chi_k \geq -\lambda v \). Hence, in particular, we have \( \sum_{k=1}^{m} u_k^2 < \epsilon \) implies \( \sum_{k=n+1}^{m} u_k \chi_k \geq -\lambda v \). Hence, in particular, we have \( \sum_{k=1}^{m} u_k \chi_k \geq -\lambda v \), so that we obtain the differential inequality \( v' \geq \lambda v \) and hence \( (ve^{-\lambda s})' \geq 0 \). So \( ve^{-\lambda s} \) is a non-decreasing function of \( s \) in \( s \geq 0 \). As \( s \to \infty \), \( v(s) \) remains bounded since \( v(s) \leq \sum_{k=1}^{m} u_k^2 < \epsilon \).

Because \( \lambda > 0 \), so \( e^{-\lambda s} \) and hence \( ve^{-\lambda s} \to 0 \) as \( s \to \infty \). Since \( ve^{-\lambda s} \) is non-negative and non-decreasing, we should have \( ve^{-\lambda s} \equiv 0 \) and hence \( v \equiv 0 \). This means that \( u_k(s) = 0, k = n + 1, \ldots, m \), which proves our assertion.

Now in view of (3.5.13), then system (3.5.14) reduces to \( u_k' = \lambda_k u_k, \) \( k = 1, \ldots, n \). On integration we obtain a general solution of (3.5.14) with \( \sum_{k=1}^{m} u_k^2 < \epsilon \) and this is given by

\[
  u_k = c_k e^{\lambda_k s}, \quad k = 1, \ldots, m; \quad c_k = 0, \quad k = n + 1, \ldots, m.
\]

Since \( c_k = u_k(0) \), it follows that \( \sum_{k=1}^{n} c_k^2 < \epsilon \). Conversely, given the initial conditions \( u_k(0) = c_k \) with \( \sum_{k=1}^{n} c_k^2 < \epsilon \), since \( \lambda_k < 0 \) for \( k = 1, \ldots, n \), any general solution of (3.5.14) necessarily satisfies \( \sum_{k=1}^{m} u_k^2 < \epsilon \). On the other hand, by the uniqueness of the solutions of systems of differential equations with prescribed initial conditions, we see that, given \( c_k = u_k(0) \) with \( \sum_{k=1}^{n} c_k^2 < \epsilon \), we have determined the unique solution.
of \((3.5.14)\) with these initial values asymptotic to zero. Thus we have determined all solutions of \((3.5.14)\) with the property that \(\sum_{k=1}^{m} u_k^2 < \epsilon\) for all \(s \geq 0\). Going back to the differential equations satisfied by the unknown functions \(y_k(s)\) by means of the inverse of the substitution \((3.5.13)\) we can express \(y_k\) in the form

\[
y_k = u_k + G_k(u_1, \ldots, u_n), \quad k = 1, \ldots, m,
\]

where the \(G_k\) are power-series in \(u_1, \ldots, u_m\) without linear terms. In fact, let \(b_k\) denote the initial values of \(y_k\), \(k = 1, \ldots, m\). Then \(u_k(0) = 0, k = n + 1, \ldots, m\), is equivalent to \(b_k = F_k(b_1, \ldots, b_n), k = 1, \ldots, m\). We can choose \(b_1, \ldots, b_n\) arbitrarily with the only condition that if \(c_k = b_k - F_k(b_1, \ldots, b_n), k = n + 1, \ldots, m\), then \(\sum_{k=1}^{n} c_k^2 < \epsilon\). Thus the initial values \(b_1, \ldots, b_m\) have to satisfy \(m - n\) conditions \(b_k = F_k(b_1, \ldots, b_n), k = 1, \ldots, m\). If we prove that the \(F_k\) are convergent power-series, then it follows that the initial values for \(y_k(s)\) satisfy \(m - n\) analytical relations. So the solutions \(y_k(s)\) with \(\sum_{k=1}^{m} y_k^2 < \epsilon\) for all \(s \geq 0\) lie on an \((m - n)\)-dimensional analytic manifold defined by the equations

\[
y_k = F_k(y_1, \ldots, y_n), \quad k = n + 1, \ldots, m,
\]

and we have a (local) parametric representation for this manifold. The solutions are given explicitly by

\[
y_k = c_k e^{\lambda_k s} + G_k(c_1 e^{\lambda_1 s}, \ldots, c_n e^{\lambda_n s}), \quad k = 1, \ldots, n;
\]

\[
y_k = G_k(c_1 e^{\lambda_1 s}, \ldots, c_n e^{\lambda_n s}), \quad k = n + 1, \ldots, m.
\]

Finally we go back to the variables \(x_k\) by means of the inverse of the linear substitution \(x = Cy, |C| \neq 0\). We see therefore that if \(a_1, \ldots, a_m\) denote the initial values \(x_1(0), \ldots, x_m(0)\) of the solution asymptotic, as \(s \to \infty\), to the equilibrium solution of the system \((3.5.1)\), then \(a_k\) also satisfy \(m - n\) analytic relations. Thus the solutions \(x_k(s), k = 1, \ldots, m\), asymptotic to the equilibrium solution fill an \((m - n)\)-dimensional analytic manifold in \(m\)-dimensional Euclidean space. The general solution then involves \(n\) real parameters and we have proved the theorem, but for the convergence of the power-series, subject to the condition \((3.5.18)\).

Now we shall proceed to prove the convergence of the power-series \(F_k\) by Cauchy’s method of majorants. We have used this method earlier to prove Theorem [1.3.1]. It is a little more difficult in the present case, since the equations \((3.5.13)\) defining \(\chi_k\) involve the partial derivatives.
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$F_{ky}$ and hence the condition (3.5.15) will give a system of partial differential equations for $F_k$, $k = 1, \ldots, m$. For determining the power-series $F_k$, we use the condition (3.4.15) leading to

$$
\lambda_k F_k - \sum_{l=1}^{n} \lambda_l y_l F_{ky_l} = -\psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) + \sum_{l=1}^{n} F_{ky_l}(y_1, \ldots, y_n)\psi_l(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m); \quad (3.5.21)
$$

which implies recurrence relations for the coefficients in $F_k$, $k = 1, \ldots, m$. Comparing the coefficients of a typical term $c_k y_1^{g_1} \ldots y_n^{g_n}$ of total degree $g = g_1 + \ldots + g_n \geq 2$, we obtained the relation (3.5.18), which may be re-written as

$$
c_k(\lambda_k - \sum_{l=1}^{n} g_l \lambda_l) = \left\{ -\psi_k + \sum_{l=1}^{n} \psi_l F_{ky_l} \right\}_{g_1 \ldots g_n}, \quad (k = 1, \ldots, m), \quad (3.5.22)
$$

where $\{f\}_{g_1 \ldots g_n}$ stands for the coefficient of the term $y_1^{g_1} \ldots y_n^{g_n}$ in the power-series $f$ in $y_1, \ldots, y_n$. Under the assumption (3.5.19), the coefficients in $F_k$ are determined recursively by (3.5.22). In order to obtain majorants for $F_k$, we estimate $c_k$ in the following way. From (3.5.22) we have

$$
|c_k||\lambda_k - \sum_{l=1}^{n} g_l \lambda_l| = \left| \left\{ -\psi_k + \sum_{l=1}^{n} \psi_l F_{ky_l} \right\}_{g_1 \ldots g_n} \right|, \quad k = 1, \ldots, m. \quad (3.5.23)
$$

Let $\alpha = \min(-\lambda_1, \ldots, -\lambda_n)$. Then $\alpha > 0$ and we can write

$$
\lambda_k - \sum_{l=1}^{n} g_l \lambda_l \geq \lambda_k + \alpha(g_1 + \ldots + g_n) = \lambda_k + \frac{\alpha}{2}(g_1 + \ldots + g_n) + \frac{\alpha}{2}(g_1 + \ldots + g_n).
$$

For sufficiently large $g = g_1 + \ldots + g_n$, we have $\lambda_k + \frac{\alpha}{2} g > 0$ and hence for such $g_1, \ldots, g_n$, $\lambda_k - \sum_{l=1}^{n} g_l \lambda_l > \frac{\alpha}{2}(g_1 + \ldots + g_n)$. Since by (3.5.19), $\lambda_k - \sum_{l=1}^{n} g_l \lambda_l \neq 0$ and $\lambda_k + \frac{1}{2} \alpha g \leq 0$ for only finitely many $n$-tuples...
(g₁, ..., gₙ), we can find a sufficiently large positive constant γ₁ such that always

|λₖ - \sum_{l=1}^{n} gₙ λₙ| > γ₁⁻¹g, \ k = 1, \ldots, m.

We shall hereafter denote by γ₂, γ₃, ..., sufficiently large positive constants. It follows now from (3.5.23) that

|c_k| (g₁ + ... + gₙ) ≤ |γ₁ \left\{-ψ_k + \sum_{l=1}^{n} \psi_l F_{kly} \right\}|, \ k = 1, \ldots, m.

(3.5.24)

We know that ψₖ are power-series starting with quadratic terms and converging in a complex neighbourhood of y₁ = 0, ..., yₘ = 0, say, |y₁| ≤ ρ₁, ..., |yₘ| ≤ ρₘ. Suppose that |ψₖ| ≤ γ₂ in this region, k = 1, ..., m. If h₁, ..., hₘ are non-negative integers, then by Cauchy’s formula

\begin{equation}
|\psi_k|_{h_1,..,h_m} \leq γ₂ \rho_1^{-h_1} \cdots \rho_m^{-h_m}.
\end{equation}

(3.5.25)

Let γ₃⁻¹ = min(ρ₁, ..., ρₘ). Then γ₃ > 0 and

\begin{equation}
\frac{y₁}{ρ₁} + \ldots + \frac{yₘ}{ρₘ} < γ₃(y₁ + \ldots + yₘ),
\end{equation}

so that the right side of (3.5.25) is majorized by γ₂ \sum_{h=2}^{∞} γ₃^h (y₁ + ... + yₘ)^h, which is the formal power-series

\begin{equation}
γ² \frac{γ₃^2(y₁ + \ldots + yₘ)^2}{1 - γ₃(y₁ + \ldots yₘ)} \equiv Ψ(y₁, \ldots, yₘ), \text{ say.}
\end{equation}

\[5. \text{ Stability theory of solutions of differential equations}\]
Then $\psi_k < \Psi$, $k = 1, \ldots, m$. Let $F^*_k$ denote the power-series obtained by replacing the coefficients in $F_k$ by their absolute values. Now substituting $\Psi$ for each $\psi_k$ and $F^*_k$ for $F_k$ we obtain a majorant for the power-series on the right side of (3.5.21). In fact, since the coefficients in $F^*_k$ are non-negative, the coefficients in $F^*_k$ are also non-negative and hence the right side of (3.5.24) is majorized by

$$
\left\{ \gamma_4 \left( 1 + \sum_{l=1}^{n} F^*_{kli}(y_1, \ldots, y_n) \Psi(y_1, \ldots, y_n, F^*_{n+1}, \ldots, F^*_m) \right) \right\}_{g_1, \ldots, g_n},
$$

which implies that

$$
|c_k|(g_1 + \ldots + g_n) \leq \left\{ \gamma_4 \left( 1 + \sum_{l=1}^{n} F^*_{kli} \right) \Psi(y_1, \ldots, y_n, F^*_{n+1}, \ldots, F^*_m) \right\}_{g_1, \ldots, g_n}.
$$

Since $|c_k|$ is the coefficient of $y_1^{g_1} \ldots y_n^{g_n}$ in $F^*_k$, we see that $|c_k|g_l$ is the coefficient of $y_1^{g_1} \ldots y_l^{g_l-1} \ldots y_n^{g_n}$ in $F^*_k$, and hence of $y_1^{g_1} \ldots y_n^{g_n}$ in $y_l F^*_{kli}$. In other words,

$$
\left\{ \sum_{l=1}^{n} y_l F^*_{kli} \right\}_{g_1, \ldots, g_n} = |c_k|(g_1 + \ldots + g_n),
$$

and thus we get the majorization

$$
\sum_{l=1}^{n} y_l F^*_{kli} < \gamma_4 \left( 1 + \sum_{l=1}^{n} F^*_{kli} \right) \Psi(y_1, \ldots, y_n, F^*_{n+1}, \ldots, F^*_m). \quad (3.5.26)
$$

Let $G_1, \ldots, G_m$ be $m$ power-series with non-negative undetermined coefficients, starting with quadratic terms, in the variables $y_1, \ldots, y_n$, satisfying the $m$ partial differential equations

$$
\sum_{l=1}^{n} y_l G_{kli} = \gamma_4 \left( 1 + \sum_{l=1}^{n} G_{kli} \right) \Psi(y_1, \ldots, y_n, G_{n+1}, \ldots, G_m),
$$

$$
k = 1, \ldots, m. \quad (3.5.27)
$$
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Let \( d_k = \{G_k\}_{g_1, \ldots, g_n} \). Then comparing the coefficients of \( y_1^{g_1} \cdots y_n^{g_n} \) on both sides of (3.5.27), we have

\[
d_k(g_1 + \ldots + g_n) = \gamma_4 \left( 1 + \sum_{i=1}^{n} G_{k_{g_i}} \Psi(y_1, \ldots, y_n, G_{n+1}, \ldots, G_m) \right)_{g_1 \cdots g_n}.
\]

As before, the relation (3.5.28) is a recurrence relation for determining the coefficients \( d_k \) of \( G_k \). For \( g = 2 \), the right side of (3.5.28) contains only coefficients of quadratic terms of the form \( y_p y_q, p, q = 1, \ldots, n \), alone in \( \Psi \), since \( \Psi \) starts with quadratic terms so that all the terms of \( G_{k_{g_1}} \Psi, y_p G_q, p = 1, \ldots, n; q = n+1, \ldots, m \), or \( G_p G_q, p, q = n+1, \ldots, m \), are of total degree \( \geq 2 \). Hence the right side of (3.5.28) is known in this case, and therefore also the coefficients of the quadratic terms in \( G_k \). For \( g > 2 \), we see, as in the determination of the coefficients of \( F_k \), that the right side of (3.5.28) involves coefficients in \( G_k \) of terms of total degrees \( 2, \ldots, g - 1 \), which are already determined, and thus all the coefficients in \( G_k \) are uniquely determined by induction. So the power-series \( G_k \) are uniquely determined by (3.5.27).

We next prove by induction that \( F_k^* < G_k, k = 1, \ldots, m \). If \( g = 2 \), and \( g_1 + \ldots + g_n = 2 \), then we see immediately from (3.5.28) that

\[
2\left\{ F_k^* \right\}_{g_1 \cdots g_n} \leq \gamma_4 \left( 1 + \sum_{i=1}^{n} F_{k_{g_i}}^* \Psi(y_1, \ldots, y_n, F_{n+1}^*, \ldots, F_m^*) \right)_{g_1 \cdots g_n}.
\]

But by the above construction, the right side is precisely the coefficient \( 2\{G_k\}_{g_1 \cdots g_n} \). Suppose that for all non-negative integers \( g_1, \ldots, g_n \) with \( 2 \leq g_1 + \ldots + g_n \leq g - 1 \) we have

\[
\{ F_k^* \}_{g_1 \cdots g_n} \leq \{ G_k^* \}_{g_1 \cdots g_n} (k = 1, \ldots, m).
\] (3.5.29)

Then we shall show that for all non-negative integers \( h_1, \ldots, h_n \) with \( h_1 + \ldots + h_n = g \), we have

\[
\{ F_k^* \}_{h_1 \cdots h_n} \leq \{ G_k^* \}_{h_1 \cdots h_n}.
\]
By (3.5.36) we have

\[
(F^*_k)_{h_1 \ldots h_n}(h_1 + \ldots + h_n) \leq \gamma_4 \left( 1 + \sum_{l=1}^{n} F^*_k y^l \right) \Psi(y_1, \ldots, y_n, F^*_1, \ldots, F^*_m)_{h_1 \ldots h_n}. \tag{3.5.30}
\]

On the right side only coefficients of terms of total degree \( \leq g - 1 \) occur, and for these coefficients, (3.5.29) holds. In other words, the right side of (3.5.30) is majorized by the coefficient

\[
\gamma_4 \left( 1 + \sum_{l=1}^{n} G_{ky} y^l \right) \Psi(y_1, \ldots, y_n, G_{n+1}, \ldots, G_m)_{h_1 \ldots h_n}. \tag{3.5.31}
\]

But by the construction of the power-series \( G_k \), this is equal to \( \{G_k\}_{h_1 \ldots h_n}(h_1 + \ldots + h_n) \) and this, by induction, proves our assertion. So in order to prove the convergence of \( F^*_k \), and hence of \( F_k \), it is enough to prove the convergence of \( G_k \).

It is easy to see that \( G_1 = \ldots = G_n \). In fact, consider the power-series \( G \) with non-negative undetermined coefficients starting with quadratic terms, satisfying the partial differential equation

\[
\sum_{l=1}^{n} y_l G_{y_l} = \gamma_4 \left( 1 + \sum_{l=1}^{n} G_{y_l} \right) \Psi(y_1, \ldots, y_n, G, \ldots, G). \tag{3.5.31}
\]

The coefficients of \( G \) can be determined by induction as in the case of \( G_k \). We have already remarked that the coefficients of the quadratic terms are the same in all the \( G_k \) and they are obtained by the contributions from the quadratic terms of the type \( y_p y_q \), \( p, q = 1, \ldots, n \), in \( \Psi \) alone, and that there is no contribution either from terms of the type \( y_p G_q \), \( p = 1, \ldots, n; q = n + 1, \ldots, m \), or from terms of the type \( G_p G_q \), \( p, q = n + 1, \ldots, m \). But these are exactly the coefficients of the corresponding quadratic terms of \( G \). Then using the recurrence formula (3.5.28), we see by induction that all the corresponding coefficients of \( G_k \) are equal, and equal to those of \( G \). Hence, \( G = G_1 = \ldots = G_m \) is uniquely determined by (3.5.31).
If we set \( y_1 = \ldots = y_n = y \) in the power-series \( G(y_1, \ldots, y_n) \), we obtain a power-series with non-negative coefficients in one variable \( y \), starting with quadratic term; we shall denote this by \( H(y) \). If \( H(y) \) converges for some positive value of \( y \), then it is clear that \( G(y_1, \ldots, y_n) \) converges for \( |y_1| < y, \ldots, |y_n| < y \). In fact,

\[
|G(y_1, \ldots, y_n)|_{g_1, \ldots, g_n} \leq |H(y)|_{g_1, \ldots, g_n}.
\]

Since \( H(y) = G(y, \ldots, y) \), it follows from (3.5.31) and the definition of \( \Psi \) that we have

\[
yH_y = \gamma_4 (1 + H_y) \Psi(y, \ldots, y, H, \ldots, H) = \gamma_5 (1 + H_y) \frac{(ny + (m - n)H)^2}{1 - \gamma_3 (ny + (m - n)H)}.
\]

The right side of this can be majorized further as follows. Since

\[
\frac{(ny + (m - n)H)^2}{1 - \gamma_3 (ny + (m - n)H)} \leq \gamma_3^{-2} \sum_{l=2}^{\infty} \gamma_3^l (ny + (m - n)H)^l,
\]

we have

\[
\frac{(ny + (m - n)H)^2}{1 - \gamma_3 (ny + (m - n)H)} < \gamma_3^{-2} \sum_{l=2}^{\infty} (\gamma_3 m)^l (y + H)^l = \frac{\gamma_3^2 (\gamma_3 m)^2 (y + H)^2}{1 - \gamma_3 m (y + H)}.
\]

Putting \( \gamma_3 m = \gamma_6 \) and \( \frac{(y + H)^2}{1 - \gamma_6 (y + H)} = \Phi(y, H) \), we get the majorization

\[
yH_y < \gamma_7 (1 + H_y) \Phi(y, H).
\]

Let \( J = J(y) \) be the power-series in \( y \) starting with the second degree term, satisfying the differential equation

\[
y J_y = \gamma_7 (1 + J_y) \Phi(y, J). \quad (3.5.32)
\]

The coefficients in the power-series \( J \) can be determined by induction on comparing coefficients on both sides. It is easy to see, as in the case of \( G \) and \( H \), that \( J > H \), and hence it is enough to prove the convergence
of $J$. One can integrate (3.5.32) and obtain $J$ directly. However, one can majorize $J$ by the following simple method. Let

$$ J(y) = \sum_{k=2}^{\infty} a_k y^k; \quad (3.5.33) $$

$J$ starts with quadratic terms since $J = \gamma^2 (y_1 + \ldots + y_m)^2$ does and hence also $H$ does. Then on comparing the coefficients of $y^k$ on both sides of (3.5.32), we obtain

$$ ka_k = \left\{ \gamma \left( 1 + \sum_{l=2}^{\infty} l a_l y^{l-1} \right) \Phi(y, J) \right\}_k \quad (k = 2, 3, \ldots). \quad (3.5.34) $$

The right side of (3.5.34) has contributions only from coefficients $a_l$ of terms of degree at most $k - 1$. In other words, it involves only the coefficients $a_2, \ldots, a_{k-1}$ and so $0 < \frac{l}{k} < 1$. From (3.5.34),

$$ a_k = \left\{ \gamma \left( 1 + \sum_{l=2}^{k-1} l a_l y^{l-1} \right) \Phi(y, J) \right\}_k. $$

If we take

$$ a_k^* = \left\{ \gamma \left( 1 + \sum_{l=2}^{k-1} a_l^* y^{l-1} \right) \Phi(y, J) \right\}_k, \quad k = 2, 3, \ldots, \quad (3.5.35) $$

then again by induction $a_k \leq a_k^*$ for all $k \geq 2$. We get a power-series in one variable $y$ with non-negative coefficients and starting with the second degree term by setting

$$ K(y) = \sum_{k=2}^{\infty} a_k^* y_k. $$

Then $J < K$. We see that the relations (3.5.35) defining $a_k^*$ inductively imply that

$$ K = \gamma \left( 1 + y^{-1} K \right) \frac{(y + K)^2}{1 - \gamma_6 (y + K)}. $$
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Since \( K \) starts with quadratic terms, \( K_1 = y^{-1}K \) is a power-series starting with linear terms and moreover satisfies the identity

\[
K_1 = \frac{\gamma \gamma(y(1 + K_1)^3}{1 - \gamma_6 y(1 + K_1)}.
\]

(3.5.36)

This is again obtained in a constructive way, and it is now enough to prove the convergence of \( K_1 \), which implies the convergence of \( K \), and so that of \( J \) and hence of \( G_k, F_k \) also.

In order to obtain a solution of the algebraic equation (3.5.36) for \( K_1 \) in a convergent power-series, one may use the implicit function theorem. (It is easily verified that the conditions of this theorem are satisfied). We shall, however, prove the convergence of \( K_1 \) directly without determining a majorant of \( K_1 \) explicitly. For this purpose we construct a simpler power-series which majorizes \( K_1 \). We can write

\[
K_1 = \gamma \gamma(y(1 + K_1)^3 \sum_{l=0}^{\infty} (\gamma_6 y)^l (l + K_1)^l = \gamma \gamma \sum_{l=0}^{\infty} (\gamma_6 y)^l (1 + K_1)^{l+3}
\]

\[
= \gamma \gamma \sum_{l=0}^{\infty} (\gamma_6 y)^l \sum_{r=0}^{l+3} \binom{l + 3}{r} K_1^r,
\]

by the binomial theorem. Since the binomial coefficients \( \binom{l+3}{r} \) are smaller than \( 2^{l+3} \) for \( r = 0, 1, \ldots, l + 3 \) and all \( l = 0, 1, \ldots \), we can write for each term on the right

\[
\sum_{l=0}^{l+3} \binom{l + 3}{r} K_1^r < \sum_{r=0}^{l+3} 2^{l+3} (\gamma_6 y)^r K_1^r = 8 \sum_{r=0}^{l+3} (2\gamma_6 y)^r K_1^r.
\]

Setting \( l + r = h \), it follows that

\[
\sum_{l=0}^{\infty} (\gamma_6 y)^l \sum_{r=0}^{l+3} \binom{l + 3}{r} K_1^r < 8 \sum_{h=0}^{\infty} \sum_{r=0}^{h} (2\gamma_6 y)^{h-r} K_1^r
\]

\[
< 8 \sum_{h=0}^{\infty} \sum_{r=0}^{h} \binom{h}{r} (2\gamma_6 y)^{h-r} K_1^r = 8 \sum_{h=0}^{\infty} (2\gamma_6 y + K_1)^h.
\]
3. The three-body problem: general collision

again by the binomial theorem, so that we have the majorization

$$K_1 < 8 \gamma^7 \gamma \sum_{h=0}^{\infty} (2 \gamma^6 y + K_1)^h = \frac{8 \gamma^7 y}{1 - (2 \gamma^6 y + K_1)}.$$  \hspace{1cm} (3.5.37)

Now let $L$ be a power-series with indeterminate coefficients satisfying the algebraic equation

$$L = \frac{8 \gamma^7 y}{1 - (2 \gamma^6 y + L)}.$$  \hspace{1cm} (3.5.38)

Once again, as in the case of $K_1$, one can use the implicit function theorem to obtain $L$. Since we are interested only in finding a majorant for $K_1$, we shall first show that $L$ majorizes $K_1$ and then find a majorant for $L$ itself. The coefficients of $K_1$ and $L$ can be determined inductively by comparing coefficients of $y^k$, $k = 0, 1, \ldots$, on both sides in (3.5.36) and (3.5.38) respectively. It is clear that both $K_1$ and $L$ lack constant terms and also that the coefficient of $y$ in $K_1$ is $\gamma$, while in $L$ it is $8 \gamma^7$. Suppose that the coefficients of $y, \ldots, y^{k-1}$ in $K_1$ are majorized by those in $L$. Then by (3.5.37) we have

$$\{K_1\}_k \leq \frac{8 \gamma^7 y}{1 - (2 \gamma^6 y + K_1)} = \frac{8 \gamma^7 y}{1 - (2 \gamma^6 y + L)}.$$

It is easy to see that the right side involves only the coefficients of $y, \ldots, y^{k-1}$ in $K_1$ and hence is smaller than

$$\left\{ 8 \gamma^7 \gamma \sum_{h=0}^{\infty} (2 \gamma^6 y + L)^h \right\}_k = \frac{8 \gamma^7 y}{1 - (2 \gamma^6 y + L)}.$$

Then it follows by induction that $K_1 < L$. We majorize $L$ further in the following way. Since

$$2 \gamma^6 y < \frac{2 \gamma^6 y}{1 - (2 \gamma^6 y + L)},$$  \hspace{1cm} (3.5.39)

if we write $M = 2 \gamma^6 y + L$, then by (3.5.38) and (3.5.39),

$$M = 2 \gamma^6 y + L < \frac{(2 \gamma^6 + 8 \gamma^7 y)}{1 - M} = \frac{\gamma^8 y}{1 - M}.$$
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Let us denote by $N$ the power series in $y$ with undetermined coefficients satisfying the algebraic equation

$$N = \frac{\gamma_8 y}{1 - N}. \quad (3.5.40)$$

Then it is easily seen as before that $M < N$. From (3.5.40) it follows that $N$ satisfies the equation $N^2 - N + \gamma_8 y = 0$, which can also be written as

$$4N^2 - 4N + 1 = 1 - 4\gamma_8 y, \text{ or } (1 - 2N)^2 = 1 - 4\gamma_8 y.$$ 

From this we get

$$1 + 4N < 1 + 4N + \ldots = (1 - 2N)^2 = (1 - 4\gamma_8 y)^{-1},$$

and hence,

$$4N < (1 - 4\gamma_8 y)^{-1} - 1 = 4\gamma_8 y(1 - 4\gamma_8 y)^{-1}.$$ 

In other words, we have the majorization

$$K_1 < N < (1 - 4\gamma_8 y)^{-1} \gamma_8 y,$$

and the last is a geometric series in $4\gamma_8 y$ converging for $|y| < \frac{1}{4\gamma_8}$. Hence we conclude that the power-series $F_k(y_1, \ldots, y_n), k = 1, \ldots, m$, converge for $|y_k| < \frac{1}{4\gamma_k}$, which completes the proof of the convergence. We have thus proved Theorem 3.5.1 under the restriction (3.5.19).

We shall now remove the restriction (3.5.19). The eigenvalues of $A$ are again all real, distinct and non-zero but need no longer to satisfy the restriction (3.5.19). We shall show that in this case, the solutions $y_k(s)$ of (3.5.10), and hence the solutions $x_k(s)$ of (3.5.2), will be now power-series in the variables $s, e^{\lambda_1 s}, \ldots, e^{\lambda_n s}$, and not power series in the $e^{\psi_1 s}, k = 1, \ldots, n$, alone. We shall give only the construction of the solution and the proof of convergence will be on exactly the same lines as in the previous case.

First of all we remark that we can no longer use the relation (3.5.22):

$$c_k \left( A_k - \sum_{l=1}^n g_l A_l \right) = \left\{ -\psi_l + \sum_{l=1}^n F_{kl} \psi_l \right\} _{g_1 \ldots g_n}.$$
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to determine the coefficients in the power-series $F_k$. If for a given $k = 1, \ldots, n$, we have

$$\lambda_k = \sum_{i=1}^{n} g_i a_i,$$

(3.5.41)

for a finite set of $n$-tuples $(g_1, \ldots, g_n)$ of non-negative integers $g_1, \ldots, g_n$ with $g_1 + \ldots + g_n = g \geq 2$, then unless the right side of (3.5.22) vanishes for each of these $n$-tuples, we would get a contradiction. Since the right side of (3.5.22) may not necessarily vanish for all such $n$-tuples $(g_1, \ldots, g_n)$ for which (3.5.41) holds, we cannot use the argument above for determining the coefficients $c_k$ of $y_1^{g_1} \ldots y_n^{g_n}$ for this exceptional set $(g_1, \ldots, g_n)$. Hence it is not possible to determine the power-series $F_k$ from the requirement (3.5.15), namely that $\chi(u_1, \ldots, u_n, 0, \ldots, 0) \equiv 0$ in $u_1, \ldots, u_n$. We therefore modify the proof in the following way.

We replace the requirement (3.5.15) by a weaker condition. We allow $\chi(u_1, \ldots, u_n, 0, \ldots, 0)$ to be a polynomial in $u_1, \ldots, u_n$ for just those $k$ for which (3.5.41) holds. Let $V_k(u_1, \ldots, u_n)$ be polynomials in the $n$ variables $u_1, \ldots, u_n$, with real undetermined coefficients such that

$$\chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = V_k(u_1, \ldots, u_n), \quad k = 1, \ldots, m$$

(3.5.42)

Since $\lambda_k \neq \sum_{i=1}^{n} g_i a_i$ for $k = n + 1, \ldots, m$, we may assume that

$$V_k(u_1, \ldots, u_n) \equiv 0, \quad k = n + 1, \ldots, m,$$

(3.5.43)

and consider (3.5.42) only for $k = 1, \ldots, n$. In this case we assume that every term in $V_k$ is of the form $\alpha_k u_1^{g_1} \ldots u_n^{g_n}$, with $g_1 + \ldots + g_n \geq 2$ for which (3.5.41) holds. There exist only finitely many such $n$-tuples $(g_1, \ldots, g_n)$, and hence only finitely many $\alpha_k$, which determine the polynomial $V_k$. In order to determine $\alpha_k$ we observe that, since in (3.5.11) the power-series $F_k$ start with quadratic terms, the coefficients of $y_1^{g_1} \ldots y_n^{g_n}$ in $V_k$, considered as a function of $y_1, \ldots, y_n$ after substituting (3.5.11) for $u_1, \ldots, u_n$, is precisely $\alpha_k$ and

$$\alpha_k u_1^{g_1} \ldots u_n^{g_n} = \alpha_k y_1^{g_1} \ldots y_n^{g_n} + \ldots.$$

Hence we can determine $\alpha_k$ by equating the coefficients of $y_1^{g_1} \ldots y_n^{g_n}$ on both sides of (3.5.42), considering $V_k$ and $\chi_k$ as power-series in
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\[ y_1, \ldots, y_n. \] We define the coefficient \( c_k \) of \( y_1^{g_1} \ldots y_n^{g_n} \) in \( F_k \) for which \( g_1, \ldots, g_n \) satisfy (3.5.41) to be zero. Then we have

\[
\alpha_k = \begin{cases} 
\psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) \\
- \sum_{l=1}^{n} F_{kly_1, \ldots, y_n} \psi_l(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) \\
+ \alpha_k y_1^{g_1} \ldots y_n^{g_n} - V_k(y_1 - F_1, \ldots, y_n - F_n) \end{cases} \] for all \( g_1, \ldots, g_n \) satisfying (3.5.41) for the \( k \) in question. In (3.5.44) \( \alpha_k \) can be determined explicitly provided that the right side is known.

The coefficients of \( y_1^{g_1} \ldots y_n^{g_n} \) where \( g_1, \ldots, g_n \) satisfy (3.5.41) are by assumption zero, while for all other \( g_1, \ldots, g_n \) we have (3.5.19), so that the coefficients can be determined as before from (3.5.22) where now the term \( \{V_k(y_1 - F_1, \ldots, y_n - F_n)\} \) has to be added on the right side.

Then the polynomials \( V_k \) are completely determined. The convergence of \( V_k \) as power-series in \( y_1, \ldots, y_n \) can be proved without much difficulty.

To obtain all solutions of (3.5.14): \( u'_k = \lambda_k u_k + \chi_k, \ k = 1, \ldots, m \), we set as before, \( v = \sum_{k=n+1}^{m} u_k^2 \), and then using (3.5.14), we have

\[
v' = 2 \sum_{k=n+1}^{m} u_k u'_k = 2 \sum_{k=n+1}^{m} (\lambda_k u_k^2 + u_k \chi_k).\]

Since \( V_k = 0 \) for \( k = n + 1, \ldots, m \), and in each term of \( \chi_k \) for such \( k \) we get one of \( u_{n+1}, \ldots, u_m \) as a factor, our previous argument goes through. We have, as before, \( v' \geq \lambda v \) and since \( ve^{-\lambda t} \geq 0 \) and nondecreasing, we have \( v = 0 \), so that \( u_{n+1} = \ldots = u_m \equiv 0. \) Substituting in (3.5.14) we obtain the system of differential equations

\[
u'_k = \lambda_k u_k + V_k(u_1, \ldots, u_n), \ k = 1, \ldots, n,
\]

where each \( V_k \) is a polynomial with real coefficients containing only terms of the form \( u_1^{g_1} \ldots u_n^{g_n} \) where \( g_1, \ldots, g_n \) satisfy (3.5.41). We arrange \( \lambda_1, \ldots, \lambda_n \) in decreasing order and assume that

\[ 0 > \lambda_1 > \ldots > \lambda_n. \]
Then we claim that for every $k = 1, \ldots, n$, $V_k$ is a polynomial only in the variables $u_1, \ldots, u_{k-1}$. To see this, consider the typical term $\alpha_k u_1^{g_1} \cdots u_n^{g_n}$ in $V_k$. We shall prove that $g_k = g_{k+1} = \ldots = g_n = 0$. Suppose, if possible, that for some $l, k + 1 \leq l \leq n$, we have $g_l \neq 0$, so $g_l > 0$. Since (3.5.41) is satisfied, we have $-\lambda_k = \sum_{r=1}^{n} g_r(-\lambda_r)$. But $0 < -\lambda_1 < \ldots < -\lambda_n$ by our ordering of the eigenvalues and so each $g_r(-\lambda_r) \geq 0$. Since $g_l > 0$ and $-\lambda_l > 0$, it follows that

$$-\lambda_k \geq g_l(-\lambda_l) \geq -\lambda_l, \text{ or } \lambda_k \leq \lambda_l,$$

which is impossible since $l > k$. Hence $g_{k+1} = \ldots = g_n = 0$ necessarily, and it only remains to prove that $g_k = 0$. Suppose, if possible, that $g_k > 0$. Since $g_1 + \ldots + g_k = g_1 + \ldots + g_n \geq 2$, we have only two possibilities, either $g_k = 1$ or $g_k \geq 2$. If $g_k = 1$, then at least one of $g_1, \ldots, g_{k-1}$ is an integer $\geq 1$ and hence $-\lambda_k > g_k(-\lambda_k) = -\lambda_k$, which is a contradiction. If $g_k \geq 2$, then $g_k(-\lambda_k) > -\lambda_k$, so $-\lambda_k > -\lambda_k$, which is again a contradiction. Hence $g_k = 0$.

So finally we obtain the following system of differential equations for $u_1, \ldots, u_m$:

\[
\begin{align*}
    u_k' &= \lambda_k u_k + V_k(u_1, \ldots, u_{k-1}), \quad k = 1, \ldots, n, \\
    u_k' &= \lambda_k u_k = 0, \quad k = n + 1, \ldots, m.
\end{align*}
\]

We determine the general solution of (3.5.45) inductively. Since $V_1 \equiv 0$, $u_1' = \lambda_1 u_1$ and hence $u_1 = c_1 e^{\lambda_1 s}$, where $c_1$ is a constant of integration. Next, $V_2$ contains only terms of the form $\alpha_2 u_1^{g_1}$ where $g_1 \geq 2$ and $\lambda_2 = \lambda_1 g_1$. There is only one integral solution $g_1$ of $\lambda_2 = g_1 \lambda_1$, so that we have

$$V_2(u_1) = \alpha_2 u_1^{g_1}.$$  

Inserting $u_1 = c_1 e^{\lambda_1 s}$ in $V_2(u_1)$, we get the differential equation

$$u_2' = \lambda_2 u_2 + \alpha_2 c_1^{g_1} e^{\lambda_1 s} = \lambda_2 u_2 + \alpha_2 c_1^{g_1} e^{\lambda_1 s},$$

which is the same as $(u_2 e^{-\lambda_2 s})' = V_2(c_1) = \alpha_2 c_1^{g_1}$, and on integration this gives

$$u_2 e^{-\lambda_2 s} = \alpha_2 c_1^{g_1} s + c_2, \text{ or } u_2 = (c_2 + V_2(c_1)) e^{\lambda_2 s}.$$
If we denote the polynomial $V_2(c_1)s$ by $\mathcal{P}_2(c_1, s)$, then
$$u_2 = (c_2 + \mathcal{P}_2(c_1, s))e^{\lambda_2 s}.$$ Let us suppose that we have already proved that
$$u_{k-1} = (c_{k-1} + \mathcal{P}_{k-1}(c_1, c_2, \ldots, c_{k-2}, s))e^{\lambda_{k-1} s},$$ where $\mathcal{P}_{k-1}$ is a polynomial in the $k - 1$ real variables $c_1, \ldots, c_{k-2}$ and $s$, and vanishes for $s = 0$ : $\mathcal{P}_{k-1}$ is uniquely determined by $0 = V_1, V_2, \ldots, V_{k-1}$. Since $\mathcal{P}_1 \equiv 0$, we have seen that this holds for $k = 2, 3$. We now prove that
$$u_k = (c_k + \mathcal{P}_k(c_1, \ldots, c_{k-1}, s))e^{\lambda_k s}.$$ We set
$$c_l + \mathcal{P}(c_1, \ldots, c_{l-1}, s) = Q_l(c_1, \ldots, c_l, s), \quad l = 1, \ldots, k - 1.$$ Then from (5.5.45), we have the differential equation
$$u_k' = \lambda_k u_k + V_k(Q_1 e^{\lambda_1 s}, \ldots, Q_{k-1} e^{\lambda_{k-1} s}).$$ We recall once again that all the terms of $V_k$ are of the form $\alpha_k u_1^{g_1} \ldots u_{k-1}^{g_{k-1}}$, where $g_1, \ldots, g_n$ satisfy the relations $\lambda_k = \sum_{l=1}^{k-1} g_l \lambda_l$. Hence
$$V_k(Q_1 e^{\lambda_1 s}, \ldots, Q_{k-1} e^{\lambda_{k-1} s}) = V_k(Q_1, \ldots, Q_{k-1}) e^{\lambda_k s},$$ so that we have the differential equation
$$u_k' = \lambda_k u_k + V_k(Q_1, \ldots, Q_{k-1}) e^{\lambda_k s},$$ or,
$$(u_k e^{-\lambda_k s})' = V_k(Q_1, \ldots, Q_{k-1}),$$ which, on integration from 0 to $s$ gives,
$$u_k = (c_k + \mathcal{P}_k(c_1, \ldots, c_{k-1}, s))e^{\lambda_k s}.$$ where $\mathcal{P}_k(c_1, \ldots, c_{k-1}, s) = \int_0^s V_k(Q_1, \ldots, Q_{k-1}) ds$. This proves our assertion. Here $c_1, \ldots, c_k$ are constants of integration and are uniquely
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determined by the initial values \( u_k(0) \). We observe that since \( V_k(Q_1, \ldots, Q_{k-1}) \) is a polynomial in \( c_1, \ldots, c_{k-1}, s \), and each contains a positive power of \( s \), it follows that \( \mathcal{P}_k(c_1, \ldots, c_{k-1}, 0) = 0 \). Hence \( u_k(0) = c_k \), so that if the solutions \( u_1, \ldots, u_n \) are to satisfy the relation \( \sum_{k=1}^{m} u_k(s)^2 < \epsilon \), then we should necessarily have \( \sum_{k=1}^{m} c_k^2 < \epsilon \). However, if \( u_k(0) = c_k \)

where \( \sum_{k=1}^{m} c_k^2 < \epsilon \), then this may not imply that \( \sum_{k=1}^{m} u_k(s)^2 < \epsilon \) for all \( s \geq 0 \). In the previous case, all the \( \mathcal{P}_k \) were zero and \( \lambda_1, \ldots, \lambda_n < 0 \) and we had \( \sum_{k=1}^{m} u_k(s)^2 < \epsilon \). But in the present case, this is not in general true for all \( s \geq 0 \). However, since \( u_k(s) = Q_k(c_1, \ldots, c_{k-1}, s)e^{\lambda_k s} \) and \( Q_k \) is a polynomial while \( \lambda_k < 0 \), it follows that for sufficiently large \( s \), \( u_k(s) \) are so small that \( \sum_{k=1}^{m} u_k(s)^2 < \epsilon \), and moreover, \( u_k(s) \to 0 \) as \( s \to \infty \). This again is a constructive method of determining the solutions.

In order to obtain the solution of the original system of equations in the unknown functions \( x_k, k = 1, \ldots, m \), we first solve for \( y_1, \ldots, y_m \) in terms of \( u_1, \ldots, u_m \). We have, by inversion of (3.5.11),

\[
\begin{align*}
y_k &= u_k + G_k(u_1, \ldots, u_m), \quad k = 1, \ldots, n, \\
y_k &= G_k(u_1, \ldots, u_m), \quad k = n+1, \ldots, m,
\end{align*}
\]

where \( G_k \) are power-series with real coefficients, starting with quadratic terms. Hence the \( y_l(l = 1, \ldots, m) \) are power-series in \( (c_k + \mathcal{P}_k(c_1, \ldots, c_{k-1}, s))e^{\lambda_k s}, k = 1, \ldots, n \). Since the \( x_l \) are linear functions of \( y_l \), the same assertion holds for \( x_l \) also and thus we obtain all the asymptotic solutions of the original system \( x' = Ax + \varphi(x) \). They involve \( n \) real parameters \( c_1, \ldots, c_n \). This completes the proof of Theorem 3.5.1.

We shall now consider the situation in which the eigenvalues of the matrix \( A = (a_{kl}) \) are not necessarily real. We have

**Theorem 3.5.2.** Suppose that the eigen-values of the matrix \( A = (a_{kl}) \) are distinct, some possibly complex, and that all eigen-values have non-
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zero real parts. Then the general solutions \( x_k(s) \) in \( s \geq 0 \) of the system

\[
x'_k = \sum_{l=1}^{m} a_{kl}x_l + \varphi_k(x_1, \ldots, x_m), \quad k = 1, \ldots, m.
\]

which satisfy the condition \( \sum_{k=1}^{m} x_k(s)^2 < \epsilon \) for small \( \epsilon > 0 \), involve as many real parameters as the number of eigen-values with negative real parts.

Proof. Let \( \lambda_1, \ldots, \lambda_m \) be the distinct eigen-values of the real matrix \( A = (a_{kl}) \), and let \( \lambda_k = \rho_k + i\tau_k, \quad k = 1, \ldots, m \). Since \( A \) is real, its characteristic polynomial has real coefficients and so its complex roots occur in pairs of complex conjugates. Hence if \( \lambda_k \) is a complex eigen-value, the conjugate complex \( \bar{\lambda}_k \) is also an eigen-value \( \lambda_l \), where \( l = l_k \); so \( \lambda_l = \bar{\lambda}_k \) for \( l = l_k \). Then \( \lambda_l = \lambda_k \) and so \( l_k = k \) for all \( k \). If \( \lambda_k \) is a real eigen-value, then \( \lambda_k = \bar{\lambda}_k = \lambda_l \) and since the eigen-values are simple, \( l = l_k = k \). Hence \( (l_1, \ldots, l_m) \) is a permutation of \( (1, \ldots, m) \) and since the \( \lambda_k \) are simple, the permutation consists entirely of transpositions. \( \Box \)

We consider a linear transformations \( x = Cy \), \( C \) being a complex matrix with \( |C| \neq 0 \). Since all the eigen-values of \( A \) are distinct and different from zero, we can find a \( C \) such that \( C^{-1}AC = D \) is in the normal diagonal form:

\[
D = \begin{pmatrix}
\lambda_1 & 0 \\
& \ddots \\
0 & \lambda_m
\end{pmatrix}.
\]

Then \( AC = CD \) and we can determine the matrix \( C \) from this condition.

Let \( C_k, \quad k = 1, \ldots, m \), denote the columns of \( C \). Then we have \( AC_k = \lambda_k C_k, \quad k = 1, \ldots, m \), and this can be seen immediately by comparing the elements on both sides of \( AC = CD \). Hence \( C_k \) is an eigen-vector of the matrix \( A \) belonging to the eigen-value \( \lambda_k \). Since the \( \lambda_k \) are distinct, the eigen-vectors \( C_k \) are all distinct. These eigen-vectors are uniquely determined up to constant scalar factors, in general complex. Again using our earlier notation,

\[
AC_k = \bar{A}C_k = \bar{\lambda}_k C_k = \lambda_l C_k, \quad l = l_k,
\]
so that $\tilde{C}_k$ is an eigen-vector belonging to the eigen-value $\lambda_l$ where $l = l_k$. Hence $\tilde{C}_k$ is a scalar multiple of $C_l$ and so by a suitable normalization we may assume that

$$\tilde{C}_k = C_l, \tilde{C}_l = C_k, \ l = l_k, \ k = 1, \ldots, m. \quad (3.5.46)$$

Since the matrix $C$ is complex, $y$ is a complex vector. Since $x$ is real, $x = \bar{x}$ and so $Cy = \bar{C}\bar{y}$. It follows from this, by (3.5.46), that

$$C_ky_k + C_ly_l = \bar{C}_k\bar{y}_k + \bar{C}_l\bar{y}_l = C_l\bar{y}_k + C_k\bar{y}_l.$$  

But $y = C^{-1}x$ is a uniquely determined vector and so we should have

$$y_l = \bar{y}_k, \ y_k = \bar{y}_l, \ l = l_k, \ k = 1, \ldots, m.$$

As we have to deal with formal power-series, we shall drop the assumption that $x$ is real. The relation $x = Cy = \bar{C}\bar{y}$ can be given a sense even when $x$ is not real if we define formally the indeterminates $\bar{y}_1, \ldots, \bar{y}_m$ by setting

$$y_l = \bar{y}_k, \ y_k = \bar{y}_l, \ l = l_k, \ k = 1, \ldots, m. \quad (3.5.47)$$

(Thus $\bar{y}_1, \ldots, \bar{y}_m$ is just a permutation of the indeterminates $y_1, \ldots, y_m$, this permutation consisting entirely of transpositions).

By the substitution $x = Cy$, the given system of differential equations $x' = Ax + \varphi(x)$ goes over into the system

$$y' = Dy + C^{-1}\varphi(x), \quad (3.5.48)$$

where $C^{-1}\varphi(x)$ is a column vector $\sigma(x)$ of power-series $\sigma_k(x)$. The coefficients of $\sigma_k$ are complex and they are obtained in the following way. If $\alpha_l$ denotes the coefficient of $x_1^{g_1} \ldots x_m^{g_m}$ of degree $g = g_1 + \ldots + g_m \geq 2$ in $\varphi_l(x)$, then the coefficient of $x_1^{g_1} \ldots x_m^{g_m}$ in $\sigma_k(x)$ is given by $\sum_{l=1}^{m} d_{kl}\alpha_l$, $C^{-1} = (d_{kl})$.

If $f = f(x_1, \ldots, x_m)$ is a formal power-series with complex coefficients in the $m$ indeterminates $x_1, \ldots, x_m$, then we denote by $\tilde{f} = \tilde{f}(x_1, \ldots, x_m)$ the power-series obtained by replacing the coefficients in
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if by their complex conjugates and by \( f^* \) that obtained by replacing the coefficients in \( f \) by their absolute values: thus

\[
\{ \bar{f} \}_{g_1 \ldots g_m} = \{ f \}_{g_1 \ldots g_m} \quad \text{and} \quad \{ f^* \}_{g_1 \ldots g_m} = |\{ f \}_{g_1 \ldots g_m}|.
\]

Because of \( \bar{\varphi}(x) = \varphi(x) = C\sigma(x) \) we have \( \bar{\sigma}_k(x) = \sigma_l(x) \). Since \( Cy = x = \bar{C}\bar{y} \), we have also \( \bar{\sigma}_k(C\bar{y}) = \sigma_l(Cy) \). Denoting \( \sigma_k(Cy) \) by \( \psi_k(y) \), we have, by the last formula, \( \psi_l(y) = \bar{\psi}_k(\bar{y}) \). Hence we can rewrite the system of differential equations (3.5.48) in the form

\[
y' = Dy + \psi(y),
\]

where \( \psi(y) \) is a column-vector whose components are power-series \( \psi_k(y) \) with complex coefficients and starting with quadratic terms.

Let \( \lambda_1, \ldots, \lambda_n \) denote the eigen-values whose real parts are negative and \( \lambda_{n+1}, \ldots, \lambda_m \) those whose real parts are positive; so

\[
\rho_1 < 0, \ldots, \rho_n < 0; \quad \rho_{n+1} > 0, \ldots, \rho_m > 0.
\]

Since for \( l = l_k \), \( \lambda_l = \lambda_k = \rho_k - i\tau_k \), it follows that as the index \( k \) runs through \( 1, \ldots, n \), \( l_k \) also runs through \( 1, \ldots, n \), and if \( k \) runs through \( n+1, \ldots, m \), so does \( l_k \).

As in the proof of Theorem 3.4.1 we now make a non-linear transformation of the variables \( y_1, \ldots, y_m \) to the variables \( u_1, \ldots, u_m \) of the form

\[
u_k = y_k - F_k(y_1, \ldots, y_n), \quad k = 1, \ldots, m,
\]

where the \( F_k \) are power-series in the variables \( y_1, \ldots, y_n \) alone, with complex coefficients and starting with quadratic terms. As in the case of real eigen-values, the differential equations (3.5.49) are transformed into

\[
u_k' = \lambda_k u_k + \chi_k(u_1, \ldots, u_m), \quad k = 1, \ldots, m,
\]

where \( \chi_k(u_1, \ldots, u_m) \) is defined by

\[
\chi_k = \lambda_k F_k + \psi_k - \sum_{l=1}^n F_{kly}(\lambda_l y_l + \psi_l).
\]

(*)
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Our argument for the construction of the power-series $F_k$ goes through as in the real case.

First suppose that $\lambda_k \neq \sum_{l=1}^{n} g_l \lambda_l$ for all $n$-tuples of non-negative integers $g_1, \ldots, g_n$ with $g = g_1 + \ldots + g_n \geq 2$. This is only a finite set of conditions on the $\lambda_k$, as in the real case. We determine $F_k$ again by requiring that

$$
\chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = 0, \text{ i.e.}
$$

$$
\lambda_k F_k + \psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) - \sum_{l=1}^{n} F_{ky_l}(\lambda_l y_l + \psi_l(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m)) = 0.
$$

(***)

$k = 1, \ldots, m$, and we get as before a recurrence formula for finding the coefficients in $F_k$. If $c_k y_1^{g_1} \ldots y_n^{g_n}$ is a term of total degree $g = g_1 + \ldots + g_n \geq 2$ in $F_k$, then comparing the coefficients of $y_1^{g_1} \ldots y_n^{g_n}$, we have

$$
c_k \left( \lambda_k - \sum_{l=1}^{n} g_l \lambda_l \right) = \{-\psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) + \sum_{l=1}^{n} F_{ky_l}(\lambda_l y_l + \psi_l(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m)) \}
$$

We find $c_k$ by induction as in the real case. The convergence of the power-series $F_k$ thus obtained is proved as in the real case. Let $\alpha = \min(-\rho_1, \ldots, -\rho_n) > 0$. Then there exists a positive number $\gamma_1$ depending only on $\alpha$, such that

$$
|\lambda_k - \sum_{l=1}^{n} g_l \lambda_l| \geq |\Re(\lambda_k - \sum_{l=1}^{n} g_l \lambda_l)| > \gamma_1^{-1}(g_1 + \ldots + g_n).
$$

On the other hand, the $\psi_k$ are power-series convergent in a complex neighbourhood $|y_1| < \rho_1, \ldots, |y_m| < \rho_m$ of $y_1 = 0, \ldots, y_m = 0$. We shall denote by $\gamma_2, \gamma_3 \ldots$ large positive constants. If $|\psi_k| \leq \gamma_2$ in this neighbourhood, then by Cauchy’s theorem,

$$
|\{\psi_k\}_{h_1 \ldots h_m}| \leq \gamma_2 \rho_1^{-h_1} \ldots \rho_m^{-h_m},
$$

for all $n$-tuples of non-negative integers $h_1, \ldots, h_m$ with $h_1 + \ldots + h_m \geq 2$. So we have

$$
\psi_k, \leq \sum_{h_1 + \ldots + h_m \geq 2} \gamma_2 y_1^{h_1} \ldots y_m^{h_m} \rho_1^{-h_1} \ldots \rho_m^{-h_m} \leq \sum_{h=2}^{\infty} \gamma_2 \left( \frac{y_1}{\rho_1} + \ldots + \frac{y_m}{\rho_m} \right)^h
$$
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\[ < \gamma_2 \gamma_3 \frac{(y_1 + \ldots + y_m)^2}{1 - \gamma_3(y_1 + \ldots + y_m)^2} \equiv \Psi(y_1, \ldots, y_m), \]

where \( \gamma_3^{-1} = \min(\rho_1, \ldots, \rho_m) > 0. \) Then we have

\[ |c_k| (g_1 + \ldots + g_n) \leq \gamma_1 |\sum_{l=1}^{n} F_{ky_l} \psi_l| g_1 \ldots g_n. \]

We replace \( F_k \) by \( F^*_k \) and \( \psi_k, \psi_l \) by \( \Psi \) and we see that \( F_k \prec F^*_k \) and

\[ |c_k| (g_1 + \ldots + g_n) \leq |\gamma_4 \left( 1 + \sum_{l=1}^{n} F^*_{ky_l} \right) \psi_l| g_1 \ldots g_n. \]

The rest of the proof is the same as before and we conclude that the power-series \( F_k, k = 1, \ldots, m, \) converge for complex values of \( y_1, \ldots, y_n \) in a complex neighbourhood of \( y_1 = 0, \ldots, y_n = 0. \) (The \( F_k \) can now be regarded as convergent power-series in the complex variables \( y_1, \ldots, y_m \).)

We can now obtain \( y_k \) in terms of \( u_k \) by locally inverting the substitution \( u_k = y_k - F_k(y_1, \ldots, y_n), k = 1, \ldots, m, \) and we find that

\[ y_k = u_k + G_k(u_1, \ldots, u_m), \quad k = 1, \ldots, m, \quad (3.5.52) \]

where the \( G_k \) are uniquely determined power-series with complex coefficients. Since the \( F_k \) converge as functions of the complex variables \( y_1, \ldots, y_m \), we can now look upon \( u_1, \ldots, u_m \) also as complex variables and \( G_k \) are therefore convergent power-series in the complex variables \( u_1, \ldots, u_m. \) Since we are interested in real solutions \( x_k(s) \) of the original system, we have to find out under what conditions for \( u_1, \ldots, u_m \) we shall have \( \tilde{y}_k = y_l, \quad l = l_k, \quad k = 1, \ldots, m, \) so that \( x_1, \ldots, x_m \) all are real. We might conjecture that this condition is again \( \tilde{u}_k = u_l, \quad l = l_k, \quad k = 1, \ldots, m, \) and conversely. This is true and it is enough to prove this in the following formal situation. Suppose we introduce the indeterminates \( \tilde{y}_k = y_l, \quad l = l_k; \) we shall prove that if \( u_1, \ldots, u_m \) and \( \tilde{u}_1, \ldots, \tilde{u}_m \) are defined by \( u_k = y_k - F_k(y_1, \ldots, y_n), \quad \tilde{u}_k = \tilde{y}_k - \tilde{F}_k(\tilde{y}_1, \ldots, \tilde{y}_n) \) then \( \tilde{u}_k = u_l, \quad l = l_k, \quad k = 1, \ldots, m. \) And for this purpose it is enough to prove
that $\tilde{F}_k(\bar{y}_1, \ldots, \bar{y}_n) = F_k(y_1, \ldots, y_n)$, or equivalently, that

$$F_k(y_1, \ldots, y_n) = F_k(y_1, \ldots, y_n), \quad k = 1, \ldots, m.$$  

For this we observe that the condition $\chi_k(u_1, \ldots, u_n, 0, \ldots, 0) \equiv 0, k = 1, \ldots, m$, gives the following identity in the formal power-series:

$$\lambda_k F_k(y_1, \ldots, y_n) - \sum_{i=1}^{n} \lambda_i y_i F_k y_i(y_1, \ldots, y_n)$$

$$= -\psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) + \sum_{i=1}^{n} F_l y_i(y_1, \ldots, y_n)$$

$$\psi_l(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m).$$

By replacing the coefficients on both sides by their complex conjugates we have the identity

$$\bar{\lambda}_k F_k(y_1, \ldots, y_n) - \sum_{i=1}^{n} \bar{\lambda}_i y_i F_k y_i(y_1, \ldots, y_n)$$

$$= -\bar{\psi}_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m)$$

$$\sum_{i=1}^{n} \bar{F}_l y_i(y_1, \ldots, y_n)\bar{\psi}_l(y_1, \ldots, y_n, \bar{F}_{n+1}, \ldots, \bar{F}_m).$$

(Recall that $\bar{f}$ denotes the power-series whose coefficients are the complex conjugates of those of $f$). The permutation $y_l, \ldots, y_m$ of the indeterminates $y_1, \ldots, y_m$ introduces the indeterminates $\bar{y}_1, \ldots, \bar{y}_m$. We have seen that since $l_k = k, k = 1, \ldots, m$, $\psi_k(y_1, \ldots, y_m) = \bar{\psi}_k(\bar{y}_1, \ldots, \bar{y}_m) = \bar{\psi}_k(y_l, \ldots, y_m)$. Now using the fact that $\bar{\lambda}_k = \lambda_k$ and $\bar{y}_l = y_r$, we get from (3.5.53)' the following identity:

$$\lambda_k \tilde{F}_k(\bar{y}_1, \ldots, \bar{y}_n) - \sum_{i=1}^{n} \lambda_i y_i \tilde{F}_k y_i(\bar{y}_1, \ldots, \bar{y}_n)$$

$$= -\psi_l(y_1, \ldots, y_n, \tilde{F}_{l+1}(\bar{y}_1, \ldots, \bar{y}_n), \ldots, \tilde{F}_m(\bar{y}_1, \ldots, \bar{y}_n))$$

$$+ \sum_{i=1}^{n} \tilde{F}_l y_i(\bar{y}_1, \ldots, \bar{y}_n)\psi_l(y_1, \ldots, y_n, \tilde{F}_{l+1})$$
because the passage from $y_1,\ldots,y_m$ to $\bar{y}_1,\ldots,\bar{y}_m$ is nothing but the permutation $y_l,\ldots,y_m$, and moreover, when $k$ runs through $1,\ldots,n$, so does $l_k$ and when $k$ runs through $n+1,\ldots,m$, so does $l_k$. Hence $\bar{F}(\bar{y}_1,\ldots,\bar{y}_n), l=l_k, k=1,\ldots,m$ satisfy the functional equation (**) for $F_k(y_1,\ldots,y_n)$. On the other hand, $\bar{F}(y_1,\ldots,y_n)$ is uniquely determined by (**). Hence by the uniqueness of the solution of (**), we have, for $l=l_k, k=1,\ldots,m$, $\bar{F}(\bar{y}_1,\ldots,\bar{y}_n) = F_k(y_1,\ldots,y_n)$. It is also clear that if $F_k$ converges as a power series in the complex variables $y_1,\ldots,y_n$ in a complex neighbourhood of $y_1=0,\ldots,y_n=0$ and we replace $y_1,\ldots,y_n$ in $F_k(y_1,\ldots,y_n)$ by the complex conjugates $\bar{y}_1,\ldots,\bar{y}_n$, then the corresponding variable $u_k$ defined by $u_k = y_k - F_k(y_1,\ldots,y_n)$ goes over into the conjugate variable $\bar{u}_k$. This proves the assertion that $\bar{u}_k = \bar{u}_l, l=l_k, k=1,\ldots,m$.

Now it follows from the definition (**) that also

$$\bar{\chi}_k(\bar{u}_1,\ldots,\bar{u}_m) = \chi_l(u_1,\ldots,u_m).$$

Thus we have the reduced system of differential equations

$$u_k' = \lambda_k u_k + \chi_k, \quad u_l = \bar{u}_k, \quad l=l_k, \quad k=1,\ldots,m,$$

under the assumption that $\sum_{k=1}^m |u_k|^2 < \epsilon$ for all $s \geq 0$ and sufficiently small $\epsilon$. In order to obtain the explicit solutions we consider the function $v(s)$ defined by

$$v = \sum_{k=n+1}^m |u_k|^2 = \sum_{k=n+1}^m u_k \bar{u}_k.$$

Differentiating with respect to $s$ we have

$$v' = \sum_{k=n+1}^m (u_k' \bar{u}_k + u_k \bar{u}_k').$$

It is clear that $v'$ is real; since $\lambda_l = \bar{\lambda}_k, u_l = \bar{u}_k, \chi_l(u) = \bar{\chi}_k(\bar{u})$ for $l=l_k$, we see that $\bar{u}_k' = u_l' = \lambda_l u_l + \chi_l(u) = \bar{\lambda}_k \bar{u}_k + \bar{\chi}_k(\bar{u})$. Hence

$$v' = \sum_{k=n+1}^m (\lambda_k + \bar{\lambda}_k) u_k \bar{u}_k + \sum_{k=n+1}^m (u_k \bar{\chi}_k(\bar{u}) + \bar{u}_k \chi_k(u)).$$
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\[ = 2 \sum_{k=n+1}^{m} \rho_k |u_k|^2 + 2 \sum_{k=n+1}^{m} \text{Re}(\bar{u}_k \chi_k(u)). \]

Let \( \rho = \min(\rho_{n+1}, \ldots, \rho_m) > 0 \). Since \( \chi_k \) starts with quadratic terms and each term of \( \chi_k \) contains at least one of \( u_{n+1}, \ldots, u_m \) as a factor, and \( \chi_k \) is uniformly convergent, we show as in the real case that for sufficiently small \( \epsilon \),

\[ 2 \sum_{k=n+1}^{m} \text{Re}(\bar{u}_k \chi_k(u)) \geq -\rho v. \]

So we have \( v' \geq \rho v \) and hence \( (ve^{-\rho s})' \geq 0 \) and \( ve^{-\rho s} \) is non-decreasing. Since \( ve^{-\rho s} \geq 0 \) it follows that \( v = 0 \), or \( u_k(s) = 0 \) for all \( s \geq 0 \), \( k = n + 1, \ldots, m \). Thus the system of differential equations is further reduced to

\[ u_k' = \lambda_k u_k, \quad k = 1, \ldots, n. \]

Hence

\[ u_l' = \lambda_l u_l, \quad l = l_k, \quad k = 1, \ldots, n, \quad \bar{\lambda}_k = \lambda_l. \]

Integrating these we obtain

\[ u_k = c_k e^{\lambda_k s}, \quad u_l = c_l e^{\lambda_l s}, \quad l = l_k, \quad k = 1, \ldots, n. \]

Since \( \lambda_l = \bar{\lambda}_k \) and \( u_l = \bar{u}_k \) for \( l = l_k, \quad k = 1, \ldots, n, \) and all \( s \geq 0 \), we have also \( c_l = \bar{c}_k \). Thus we get exactly \( n \) real parameters in the real solution \( x_k = x_k(s) \) of the original system asymptotic to the equilibrium solution.

This proves Theorem 3.4.2 under the restriction \( \lambda_k \neq \sum_{l=1}^{n} \lambda_l g_l. \)

It is easy to extend the argument to the case in which \( \lambda_k = \sum_{l=1}^{n} \lambda_l g_l \) for some given \( k \), by imposing the same condition as in the real case, namely, \( \chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = V_k(u_1, \ldots, u_n) \), a polynomial with complex coefficients in \( u_1, \ldots, u_n \) consisting entirely of terms of the form \( a_{k_1} u_1^{g_1} \cdots u_n^{g_n} \) where \( g_1, \ldots, g_n \) are non-negative integers with \( g_1 + \cdots + g_n \geq 2 \), satisfying \( \lambda_k = \sum_{l=1}^{n} \lambda_l g_l. \) Once again, if \( 0 < \rho_1 < \ldots < \rho_n \), we can show that \( V_k \) is actually a polynomial in \( u_1, \ldots, u_{k-1} \) only, \( \sum_{k=1}^{m} |u_k|^2 < \)
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213 \( \epsilon \) for \( \epsilon \) sufficiently small. We have now, in addition, \( \bar{V}_l(\bar{u}_1, \ldots, \bar{u}_n) = V_l(u_1, \ldots, u_n), \ l = l_k. \) Then the solution are given by

\[
\begin{align*}
  u_k &= Q_k(c_1, \ldots, c_k, s)e^{\lambda_k s}, \ k = 1, \ldots, n; \\
  u_k &= 0, \ k = n + 1, \ldots, m,
\end{align*}
\]

where \( Q_k \) are polynomials in \( s \) with complex coefficients, \( q_k(c_1, \ldots, c_k, 0) = c_k \) and \( \bar{Q}_k(\bar{c}_1, \ldots, \bar{c}_k, s) = \bar{Q}_l(c_1, \ldots, c_k, s). \) Once again, the general solution asymptotic to the equilibrium solution contains \( n \) real parameters, and this completes the proof of Theorem 3.5.2.

It remains now to consider the solutions in the case in which the matrix \( A = (a_{kl}) \) may have multiple eigen-values. The problem is more complicated in this case, the difficulty being that the matrix \( A \) cannot now be reduced to the diagonal form. We can nevertheless extend our earlier results to this case. We have

**Theorem 3.5.3.** Suppose that the matrix \( A \) has eigen-values which are, in general, complex, all with non-zero real parts, some of them possibly multiple. Then the general solution of the system \( x' = Ax + \varphi(x) \) such that

\[
\sum_{k=1}^{m} x_k^2 < \epsilon \text{ for small } \epsilon > 0 \text{ contains exactly } n \text{ arbitrary real parameters, } n \text{ being the number of eigen-values with negative real parts.}
\]

**Proof.** We transform the matrix \( A \) in the following way. We can find a matrix \( C \) with \( |C| \neq 0 \) such that \( C^{-1}AC = D \) breaks up into boxes along the main diagonal. More precisely, the matrix \( D = (d_{kl}) \) has the following property: if \( \lambda_1, \ldots, \lambda_m \) are the eigen-values of \( A, \)

\[
d_{kk} = \lambda_k, d_{kl} = 0 \text{ for } k \neq l \text{ and } k \neq l + 1, \tag{3.5.55}
\]

\[
d_{kl} = 0 \text{ for } k = l + 1 \text{ if } \lambda_l \neq \lambda_{l+1}, d_{kl} = 0 \text{ or } 1 \text{ for } k = l + 1 \text{ if } \lambda_l = \lambda_{l+1}.
\]

Let \( e_1 = 0, e_k = 0 \) if \( \lambda_k \neq \lambda_{k+1}, e_k = 0 \) or \( 1 \) if \( \lambda_k = \lambda_{k-1}, \ k = 2, \ldots, m. \) Then the transformed system \( y' = Dy + \varphi(y_1, \ldots, y_m) \) can be written in the form

\[
y_k' = \lambda_k y_k + e_k y_{k-1} + \varphi_k(y_1, \ldots, y_m), \ k = 1, \ldots, m. \tag{3.5.56}
\]
where $\psi_k$ again are power-series with complex coefficients starting with quadratic terms and converging in a neighbourhood of $y_1 = 0, \ldots, y_m = 0$. Let $\lambda_k = \rho_k + i\tau_k$ and let us suppose that

$$0 < -\rho_1 < -\rho_2 < \ldots < -\rho_n; \rho_k > 0, \ k = n + 1, \ldots, m,$$  

(3.5.57)

so that $\lambda_1, \ldots, \lambda_n$ are all the eigen-values with negative real parts. As before we perform the non-linear transformation

$$u_k = y_k - F_k(y_1, \ldots, y_n), \ k = 1, \ldots, m,$$  

(3.5.58)

where $F_k$ are power-series in $y_1, \ldots, y_n$ with complex coefficients to be determined, starting with quadratic terms. We restrict ourselves to the case in which $\lambda_k \neq \sum_{r=1}^{n} g_r \lambda_r$, $k = 1, \ldots, m$, for non-negative integers $g_1, \ldots, g_n$ with $g_1 + \ldots + g_n \geq 2$. When this is not the case the proof can be modified as in the earlier situations.

From (3.5.58), by differentiation, on using (3.5.56), we have

$$u'_k = \lambda_k (u_k + F_k) + e_k y_k + \psi_k - \sum_{r=1}^{n} F_{ky_r} (\lambda_r y_r + e_r y_r - 1 + \psi_r),$$

(3.5.59)

which can be written in the form

$$u'_k = \lambda_k u_k + e_k u_k - \sum_{r=1}^{n} F_{ky_r} (\lambda_r y_r + e_r y_r - 1 + \psi_r),$$

(3.5.59)

where

$$\chi_k = \lambda_k F_k - \sum_{r=1}^{n} \lambda_r y_r F_{ky_r} + e_k F_{k-1} - \sum_{r=1}^{n} e_r y_{r-1} F_{ky_r} + \psi_k - \sum_{r=1}^{n} \psi_r F_{ky_r}.$$
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\[-\psi_k(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) + \sum_{r=1}^{n} \psi_r(y_1, \ldots, y_n, F_{n+1}, \ldots, F_m) F_{ky_r}.\]

(3.5.60)

Let \(c_{k,g_1,\ldots,g_n} y_1^{g_1} \ldots y_n^{g_n}\) denote a term of total degree \(g = g_1 + \ldots + g_n \geq 2\) in the power-series \(F_k\). Comparing the coefficients of \(y_1^{g_1} \ldots y_n^{g_n}\) on both sides of (3.5.60), we have

\[k, g_1, \ldots, g_n \left( \lambda_k - \sum_{r=1}^{n} g_r \lambda_r \right) = \{-\psi_k + \sum_{r=1}^{n} F_{ky_r} \psi_r\}_g - e_k c_{k-1,g_1,\ldots,g_n} + \sum_{r=1}^{n} \psi_r g_r + 1) c_{k,g_1,\ldots,g_r-1, g_r+1, \ldots, g_n}.\]

(3.5.61)

Since coefficients of terms of total degree \(g\), namely \(c_{k-1,g_1,\ldots,g_n}\) and \(c_{k,g_1,\ldots,g_r-1, g_r+1, \ldots, g_n}\), \(r = 1, \ldots, n\), occur on the right side of (3.5.60), we cannot carry out the induction construction for the coefficients as in the previous cases. However, we can argue by induction on introducing a lexicographic ordering for the indices in the subscripts.

First of all, suppose that the coefficients \(c_{k-1,g_1,\ldots,g_n}\) of total degree \(g_1 + \ldots + g_n = g\) have already been determined. Then the second term on the right side of (3.5.61) is known. For \(k = 1\) the term corresponding to this does not appear and so in order to determine \(c_{1,g_1,\ldots,g_n}\) it is enough to consider only the terms

\[\left\{ -\psi_1 + \sum_{r=1}^{n} \psi_r F_{1y_r} \right\}_{g_1,\ldots,g_n} + \sum_{r=1}^{n} \psi_r g_r + 1) c_{1,g_1,\ldots,g_r-1, g_r+1, \ldots, g_n}.\]

If all the coefficients of terms of total degrees \(2, \ldots, g - 1\) have been determined in \(F_1, \ldots, F_n\), then since \(\{-\psi_1 + \sum_{r=1}^{n} \psi_r F_{1y_r}\}_{g_1,\ldots,g_n}\) involves only these coefficients, it follows that it is known. Thus we have to deal only with the term

\[\sum_{r=1}^{n} \psi_r g_r + 1) c_{1,g_1,\ldots,g_r-1, g_r+1, \ldots, g_n}.\]
For this we introduce the lexicographic ordering for the subscripts \((g_1, \ldots, g_n)\). If \((g_1, \ldots, g_n)\) and \((h_1, \ldots, h_n)\) are \(n\)-tuples of non-negative integers, then we say that \((g_1, \ldots, g_n)\) is lower than \((h_1, \ldots, h_n)\), written \((g_1, \ldots, g_n) < (h_1, \ldots, h_n)\) if the first of the non-vanishing differences \(g_1 - h_1, \ldots, g_n - h_n\) is negative. It is clear that this ordering is transitive: if \((g_1, \ldots, g_n) < (h_1, \ldots, h_n)\) and \((h_1, \ldots, h_n) < (k_1, \ldots, k_n)\), then \((g_1, \ldots, g_n) < (k_1, \ldots, k_n)\). In this ordering we find that each set \((g_1, \ldots, g_{r-1} - 1, g_r + 1, \ldots, g_n)\) of the subscripts of \(c_{k,g_1,\ldots,g_{r-1},1,g_r+1,\ldots,g_n}\), \(r = 2, \ldots, n\), is lower than \((g_1, \ldots, g_n)\). (Since \(e_1 = 0\) by definition, the case \(r = 1\) is taken care of). We carry out the induction in the following manner. Given \((g_1, \ldots, g_n)\), suppose that we have already determined

(i) all coefficients in \(F_1, \ldots, F_r\) of total degrees \(2, \ldots, g - 1\); 
(ii) the coefficient \(c_{k-1,g_1,\ldots,g_n}\) of \(y_1^{g_1} \cdots y_n^{g_n}\) in \(F_{k-1}\); and 
(iii) all the coefficients \(c_{k,h_1,\ldots,h_n}\) of \(y_1^{h_1} \cdots y_n^{h_n}\) in \(F_k\) of total degree \(h_1 + \cdots + h_n = g\) where \((h_1, \ldots, h_n) < (g_1, \ldots, g_n)\).

Then we can determine the coefficient \(c_{k,g_1,\ldots,g_n}\) of \(y_1^{g_1} \cdots y_n^{g_n}\) in \(F_k\) from the recurrence formula \((3.5.61)\).

If \(k = 1\) and \((g_1, \ldots, g_n) = (0, \ldots, 0, 2)\), then the coefficient \(c_{1,0,\ldots,0,2}\) is determined by the coefficient of \(y_1^2\) in \(\psi_1\); and so is known. Then we can determine all the coefficients of the quadratic terms in \(F_k, k = 1, \ldots, n\), successively from the recurrence relation \((3.5.61)\). Hence we can begin the induction. Thus, whenever \(\lambda_k \neq \sum_{r=1}^n g_r \lambda_r, k = 1, \ldots, m\), all the coefficients in \(F_1, \ldots, F_n\) can be determined by induction on the lexicographic ordering of the subscripts. If this condition is not satisfied for some \(k\), then we set, as before, \(\chi_k(u, \ldots, u_n, 0, \ldots, 0) = V_k(u_1, \ldots, u_n)\), where \(V_k\) are polynomials consisting only of terms of the form \(\alpha_k u_1^{\ell_1} \cdots u_n^{\ell_n}\) with \(\lambda_k = \sum_{r=1}^n g_r \lambda_r\). The proof is easily modified to suit this case and we shall not go into the details.

Before discussing the condition in order that the solution \(x_k(s)\) be real, we shall prove the convergence of the power-series \(F_k\) obtained above. This presents some difficulty; the estimates we obtained in the
case of simple eigen-values do not suffice. The coefficients $c_{k_1, g_1, \ldots, g_n}$ are determined from the recurrence formula (3.5.61) and we have assumed that $\lambda_k - \sum_{r=1}^{n} g_r A_r \neq 0$, $k = 1, \ldots, m$. We have

$$|\lambda_k - \sum_{r=1}^{n} g_r A_r| \geq \rho_k - \sum_{r=1}^{n} g_r |\rho_r| \geq \rho_k - \sum_{r=1}^{n} g_r |\rho_r|, \quad k = 1, \ldots, m.$$  

If $\alpha = \min(-\rho_1, \ldots, -\rho_m) > 0$, we can write

$$|\lambda_k - \sum_{r=1}^{n} g_r A_r| \geq \rho_k + \alpha (g_1 + \ldots + g_n) = \rho_k + \frac{\alpha}{2} (g_1 + \ldots + g_n - 1) + \frac{\alpha}{2} (g_1 + \ldots + g_n + 1).$$

There are at most finitely many $n$-tuples $(g_1, \ldots, g_n)$ for which $\rho_k + \frac{\alpha}{2} (g_1 + \ldots + g_n - 1) < 0$, $k = 1, \ldots, m$, $g_1 + \ldots + g_n \geq 2$. For all other $n$-tuples we have $|\lambda_k - \sum_{r=1}^{n} g_r A_r| \geq \frac{\alpha}{2} (g_1 + \ldots + g_n + 1)$. Since $|\lambda_k - \sum_{r=1}^{n} g_r A_r| > 0$, we can find a constant $\gamma_1 \geq 1$ such that $|\lambda_k - \sum_{r=1}^{n} g_r A_r| > \gamma_1 (g_1 + \ldots + g_n + 1), \quad k = 1, \ldots, m$ for all $n$-tuples $(g_1, \ldots, g_n)$. Hence, from (3.5.61),

$$\gamma_1 (g_1 + \ldots + g_n + 1) |c_{k, g_1, \ldots, g_n}| \leq e_k |c_{k-1, g_1, \ldots, g_n}| + \sum_{r=2}^{n} e_r (g_r + 1) |c_{k, g_1, \ldots, g_{r-1}, g_r+1, \ldots, g_n}| + \left| -\psi_k + \sum_{r=1}^{n} F_{k_1, g_1, \ldots, g_n} \right|. \quad (3.5.62)$$

Denoting by $F^*_k$ the formal power-series obtained by replacing the coefficients in $F_k$ by their absolute values, we have $F_k < F^*_k$, $k = 1, \ldots, m$. We denote by $\gamma_2, \gamma_3, \ldots$ sufficiently large positive constants. As in the case of real eigen-values we have the majorization for $\psi_k$:

$$\psi_k < \sum_{g=2}^{\infty} \gamma_2^g (y_1 + \ldots + y_m)^g = \frac{\gamma_2^2 (y_1 + \ldots + y_m)^2}{1 - \gamma_2 (y_1 + \ldots + y_m)}.$$  

We define

$$\Psi(y_1, \ldots, y_n) = \frac{\gamma_2^2 (y_1 + \ldots + y_n + F_{n+1}(y_1, \ldots, y_n) + \ldots + F_n(y_1, \ldots, y_n))^2}{1 - \gamma_2 (y_1 + \ldots + y_n + F_{n+1}(y_1, \ldots, y_n) + \ldots + F_n(y_1, \ldots, y_n))}.$$
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and we have

\[ \psi_k(y_1, \ldots, y_n, F_{n+1}(y_1, \ldots, y_n), \ldots, F_m(y_1, \ldots, y_n)) < \Psi(y_1, \ldots, y_n). \]

We next observe that the coefficient of \( y_1^{n_1} \cdots y_n^{n_n} \) in \( F_k^* \) is \( |c_{k, g_1 \cdots g_n}| \), while its coefficient in \( y_r F_{k,y}^* \) is \( g_r |c_{k, g_1 \cdots g_n}| \), so that

\[ (1 + g_1 + \ldots + g_n)|c_{k, g_1 \cdots g_n}| = \left\{ F_k^* + \sum_{r=1}^n y_r F_{k,y}^* \right\} \]

Now (3.4.62) implies the majorization

\[ \gamma_1^{-1} \left( F_k^* + \sum_{r=1}^n y_r F_{k,y}^* \right) < e_k F_{k-1}^* + \sum_{r=2}^n e_r y_{r-1} F_{k,y}^* + \left( 1 + \sum_{r=1}^n F_{k,y}^* \right) \Psi. \]

(3.5.63)

From this we want to obtain a majorization similar to what we had in the case of simple eigen-values. In order to achieve this we replace all the \( F_k^* \) by just one function \( F \), which majorizes all the \( F_k^* \), independently of \( k \). Let \( \mu_1, \ldots, \mu_n \) be positive numbers \( \leq 1 \) which we shall choose suitably later. Let \( F = \sum_{k=1}^m \mu_k F_k^* \), so that \( F_k < F_k^* < \mu_k^{-1} F, \ k = 1, \ldots, m. \)

It would thus be sufficient to prove the convergence of the power-series \( F \), with non-negative coefficients, starting with quadratic terms. Multiplying both sides of (3.5.63) by \( \mu_k \) and summing over \( k = 1, \ldots, m. \), and making use of the facts that \( \sum_{k=1}^m \mu_k F_{k,y}^* = F_{y^*}, e_1 = 0 \) and \( e_k \leq 1, k = 2, \ldots, n. \), we have

\[ \gamma_1^{-1}(F + \sum_{r=1}^n y_r F_{y^*}) < \sum_{k=2}^m \mu_k F_{k-1}^* + \sum_{r=2}^m e_r y_{r-1} F_{y^*} + \sum_{k=1}^m \mu_k \Psi + \sum_{r=1}^n F_{y^*} \Psi \]

\[ < \sum_{k=2}^m \mu_k F_{k-1}^* + \sum_{r=2}^n y_{r-1} F_{y^*} + \left( m + \sum_{r=1}^n F_{y^*} \right) \Psi. \]

(3.5.64)

We now choose \( \mu_k \) in such a way that all the ratios \( \mu_k/\mu_{k-1} \) are independent of \( k \): let \( \mu_1 = 1, \mu_k/\mu_{k-1} = \gamma_1^{-1}, k = 2, \ldots, m, \) then all \( \mu_k \leq 1. \) Since
\[ \mu_k = \frac{\mu_k}{\mu_{k-1}} \cdot \mu_{k-1} = \gamma_1^{-1} \mu_{k-1}, k = 2, \ldots, m, \] we see that
\[ \sum_{k=2}^{m} \mu_k F_{k-1}^* = \gamma_1^{-1} \sum_{k=2}^{m} \mu_{k-1} F_{k-1}^* < \gamma_1^{-1} F. \]

Substituting this in (3.5.64) we have
\[ \gamma_1^{-1} \sum_{r=1}^{n} y_r F_{y_r} < \sum_{r=2}^{n} y_{r-1} F_{y_{r-1}} + (m + \sum_{r=1}^{n} F_{y_r}) \Psi. \]

Once again we use the fact that each \( F_k^* < \mu_k^{-1} F \) to obtain a majorant for \( \Psi \). From the definition of \( \Psi \) we have
\[
\Psi(y_1, \ldots, y_m) = \sum_{g=2}^{\infty} \gamma_2^g (y_1 + \ldots + y_n + F_{n+1}^* + \ldots + F_m^*)^g \\
< \sum_{g=2}^{\infty} \gamma_2^g (y_1 + \ldots + y_n + (\mu_{n+1}^{-1} + \ldots + \mu_m^{-1}) F)^g.
\]

Taking \( \gamma_3 = \mu_{n+1}^{-1} + \ldots + \mu_m^{-1} \), we have
\[ y_1 + \ldots + y_n + F_{n+1}^* + \ldots + F_m^* < \gamma_3 (y_1 + \ldots + y_n + F), \]
and hence, with \( \gamma_4 = \gamma_2 \gamma_3 \),
\[ m \Psi(y_1, \ldots, y_m) < m \sum_{g=2}^{\infty} \gamma_4^g (y_1 + \ldots + y_n + F)^g \equiv \Phi, \text{ say}. \]

Hence we have
\[ \gamma_1^{-1} \sum_{r=1}^{n} y_r F_{y_r} < \sum_{r=2}^{n} y_{r-1} F_{y_{r-1}} + (1 + \sum_{r=1}^{n} F_{y_r}) \Phi. \tag{3.5.65} \]

Let \( \nu_1, \ldots, \nu_n \) be positive numbers, to be chosen suitably later. Setting \( y_k = \nu_k y, k = 1, \ldots, n \), and \( F(y_1, \ldots, y_n) = F(\nu_1 y, \ldots, \nu_n y) = G(y) \), we have
so that \( yG_y = \sum_{r=1}^{n} \nu_r F_{y_r} \). Then from (3.5.65) we have

\[
\gamma_1^{-1} yG_y < \sum_{r=2}^{n} y_{r-1} F_{y_r} + \left( 1 + \sum_{r=1}^{n} F_{y_r} \right) \Phi.
\]

Since, by definition, \( \nu_{r-1}/\nu_r = \nu_{r-1}/\nu_r, y_{r-1} F_{y_r} = y_r F_{y_r} \nu_{r-1}/\nu_r, r = 2, \ldots, n \) we obtain

\[
\sum_{r=2}^{n} y_{r-1} F_{y_r} = \sum_{r=2}^{n} \nu_{r-1} y_r F_{y_r}.
\]

Now choose \( \nu_1 = 1 \) and \( \nu_{r-1}/\nu_r \) to be independent of \( r \), say, \( \nu_{r-1}/\nu_r = (2\gamma_1)^{-1}, r = 2, \ldots, n \). Then

\[
\sum_{r=2}^{n} y_{r-1} F_{y_r} < (2\gamma_1)^{-1} \sum_{r=1}^{n} y_r F_{y_r} = (2\gamma_1)^{-1} yG_y.
\]

On the other hand, since \( \nu_r = 2\gamma_1 \nu_{r-1} = (2\gamma_1)^{r-1} \nu_1 \geq 1 \), we have

\[
F_{y_r} < \nu_r F_{y_r},
\]

so that we have

\[
\sum_{r=1}^{n} F_{y_r} < \sum_{r=1}^{n} \nu_r F_{y_r} = G_y,
\]

which implies that \( 1 + \sum_{r=1}^{n} F_{y_r} < 1 + G_y \). Let \( \gamma_5 = m\gamma_4 (\nu_1 + \ldots + \nu_n) \) and

\[
\Lambda \equiv \sum_{g=2}^{\infty} \gamma_5^g (y + G)^g = \frac{\gamma_5^2 (y + G)^2}{1 - \gamma_5 (y + G)}.
\]

Then it is clear that \( \Phi < \Lambda \). Thus finally we obtain the majorization

\[
\gamma_1^{-1} yG_y < (2\gamma_1)^{1} yG_y + (1 + G_y)\Lambda,
\]

or,
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\[ yG_y < 2y_1(1 + g_y) \wedge . \]

This is of the same form as the majorization we had for the power-series \( H \) in the case of simple eigen-values. We proceed exactly as in that case and prove that \( G(y) \) converges for \( |y| < \delta \) for sufficiently small positive \( \delta \). Then it follows that \( F_k^* \) and \( F_k \) converge for \( y_1, \ldots, y_n \) in the complex region \( |y_1| < \nu_1\delta, \ldots, |y_n| < \nu_n\delta \). We have thus proved the convergence of \( F_k \) in a complex neighbourhood of \((0, \ldots, 0)\).

We shall indicate briefly the construction of \( F_k \) and the proof of its convergence in the case in which for some \( k, \lambda_k = \sum g_\iota \lambda_\iota \). As we have mentioned already, the \( F_k \) in this case are so chosen that \( \chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = V_k(u_1, \ldots, u_n), k = 1, \ldots, m \), where \( V_k \) is a polynomial with complex coefficients containing only terms of the form \( \alpha_{k,g_1,\ldots,g_n} u_1^{g_1} \ldots u_n^{g_n} \) for those \( g_1, \ldots, g_n \) with \( g_1 + \ldots + g_n \geq 2 \) which satisfy \( \lambda_k = \sum_{\iota=1}^n \lambda_\iota g_\iota \).

(We recall that there are only finitely many such \( n \)-tuples). In \( F_k \) we define the coefficient \( c_{k,g_1,\ldots,g_n} \) to be zero whenever \( \lambda_k = \sum_{\iota=1}^n g_\iota \lambda_\iota \). Substituting \( u_\iota = y_\iota - F_k(y_1, \ldots, y_n) \) in the polynomials \( V_k \), we can express \( V_k \) as a power-series in the complex variables \( y_1, \ldots, y_n \) with complex coefficients and starting with quadratic terms. Also, since \( F_k \) start with quadratic terms, we have

\[ u_\iota^{g_\iota} = (y_\iota - F_k(y_1, \ldots, y_n))^{g_\iota} = y_\iota^{g_\iota} + \text{terms of degree } > g_\iota, \]

and hence \( \alpha_{k,g_1,\ldots,g_n} u_1^{g_1} \ldots u_n^{g_n} = \alpha_{k,g_1,\ldots,g_n} y_1^{g_1} \ldots y_n^{g_n} + \text{terms of degree } > g_1 + \ldots + g_n \). Now substituting \( u_\iota = y_\iota - F_k(y_1, \ldots, y_n), l = 1, \ldots, n \) in the condition \( \chi_k(u_1, \ldots, u_n, 0, \ldots, 0) = V_k(u_1, \ldots, u_n) \) and comparing coefficients of \( y_1^{g_1} \ldots y_n^{g_n} \) on both sides, we find that

\[ \alpha_{k,g_1,\ldots,g_n} = \left\{ \psi_k - \sum_{r=1}^n F_{ky,\iota} \psi_\iota \right\}_{g_1,\ldots,g_n} + e_k c_{k-1,g_1,\ldots,g_n} \]

\[ - \sum_{r=2}^n e_r (g_r + 1)c_{k,g_1,\ldots,g_{r-1}-1,g_r+1,\ldots,g_n} + \text{a polynomial in the}\]

coefficients in \( F_1, \ldots, F_n \) and \( V_1, \ldots, V_n \) of degrees \( \leq g - 1 \). We determine from this recurrence formula all the coefficients \( \alpha_{k,g_1,\ldots,g_n} \) in \( V_k \) by
induction on the lexicographic ordering of the subscripts $g_1, \ldots, g_n$ and the natural ordering of $k$; the coefficients $c_{k,h_1,\ldots,h_n}$ are determined from (3.5.61) in the same way when $\lambda_k \neq \sum_{i=1}^{n} g_i/A_i$. There remains the proof of the convergence of $F_k$ and $V_k$ as power-series in $y_1, \ldots, y_n$ which is trivial for the polynomial $V_k$. Since

$$V_k(u_1, \ldots, u_n) = \sum_{g_1, \ldots, g_n, A_k=\sum g_i G_i} \alpha_{k,g_1,\ldots,g_n} u_1^{g_1} \ldots u_n^{g_n},$$

if $\gamma_6 = \max |\alpha_{k,g_1,\ldots,g_n}|$, then we have

$$V_k(u_1, \ldots, u_n) < \gamma_6 \sum_{h_1+\ldots+h_n \geq 2} u_1^{h_1} \ldots u_n^{h_n} < \gamma_6 \sum_{h=2}^{\infty} (u_1 + \ldots + u_n)^h.$$

225 Since $u_l = y_l - F_l(y_1, \ldots, y_n)$ and so $u_l < y_l + F_l^*$, we have

$$V_k(u_1, \ldots, u_n) < \gamma_6 \sum_{h=2}^{\infty} (y_1 + \ldots + y_n + F_1^* + \ldots + F_n^*)^h.$$

If we define $F = \sum_{k=1}^{n} \mu_k F_k^*$, $\mu_k$ positive constants as before, we have $F_k^* < \mu_k^{-1} F$, $k = 1, \ldots, n$, and

$$V_k < \gamma_6 \sum_{h=2}^{\infty} \gamma_6^h (y_1 + \ldots + y_n + F)^h < \frac{\gamma_6 (y_1 + \ldots + y_n + F)^2}{1 - \gamma_6 (y_1 + \ldots + y_n + F)},$$

which is of the same form as $\Phi$ and again we get a majorization of the type

$$\gamma G_y < 2 \gamma_1 (1 + G_y) \wedge .$$

The proof of the convergence of $F_k$ proceeds in the same way.

We consider next the problem of finding a condition in order that the solution $x_k = x_k(x)$ of $x' = Ax + \varphi(x)$ be real. When all the eigen-values were simple we found that $\lambda_k = \lambda_l$ for a uniquely determined $l = l_k$ and in that case it was enough to prove that

$$\tilde{F}_k(y_1, \ldots, y_n) = F_l(y_1, \ldots, y_n), \quad l = l_k, \quad k = 1, \ldots, m.$$
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where \( \bar{y}_k = u_l \). In the case in which \( \lambda_k \) has multiplicity \( > 1 \), \( \bar{\lambda}_k \) also has the (same) multiplicity \( > 1 \), \( A \) being a real matrix. It is clear that \( l = l_k \) is not uniquely determined for those \( k \) for which \( \lambda_k \) has multiplicity \( > 1 \). However, we can rearrange the eigen-values \( \lambda_k \) and define \( l_k \) in such a way that for each \( k \), \( l_k \) is uniquely determined. We shall illustrate this in the case in which \( e_k = 1 \). Then, by (3.5.56), \( \lambda_k = \bar{\lambda}_k - 1 \). We now arrange the \( \lambda_k \) in such a way that \( \bar{\lambda}_k = \lambda_l \) and \( \bar{\lambda}_k - 1 = \lambda_l - 1 \); so that \( \lambda_l = \lambda_l - 1 \). This means that we now define \( l_k \), \( k = 1, \ldots, n \), in such a way that if for some \( k \), \( \lambda_k = \lambda_k - 1 \), then \( l_k = l_k - 1 \).

Since \( x \) is real, \( x = Cy = \bar{C}\bar{y} \). If \( C_k \) denotes the columns of the matrix \( C \), we can choose again \( C_l = \bar{C}_k \), \( C_k = \bar{C}_l \) where \( l = l_k \) corresponds to the above ordering of \( \lambda_k \), and hence

\[ C_k \bar{y}_k + C_l \bar{y}_l = C_l \bar{y}_k + C_k \bar{y}_l, \quad k, l = 1, \ldots, m, \]

so that once again \( \bar{y}_k = y_l \), where \( l = l_k \) is uniquely defined as above. Then we apply the method used in the case of simple eigen-values to prove that

\[ \bar{F}_k(y_1, \ldots, y_n) = \bar{F}_k(y_l, \ldots, y_n) = F_l(y_1, \ldots, y_n), l = l_k. \]

Formally, if we write \( \bar{u}_k = u_l, l = l_k \), after the proof of the convergence of \( F_k \) in a complex neighbourhood of \( y_1 = 0, \ldots, y_n = 0 \), it would follow that \( u_l \) is the complex conjugate of the complex variable \( u_k \) when \( l = l_k \) defined uniquely as above.

Now we proceed to find explicitly the solutions of

\[ u_k' = \lambda_k u_k + e_k u_{k-1} + \chi_k(u_1, \ldots, u_m), \quad k = 1, \ldots, m. \]

For this we apply a method similar to the one used in the case of simple eigen-values. Given a sufficiently small \( \epsilon > 0 \), if we seek a complex solution \( u_k \) such that \( \sum_{k=1}^m |u_k|^2 < \epsilon \), we prove that \( u_{n+1} = \ldots = u_m = 0 \). Let \( h_{n+1}, \ldots, h_m \) be \( m-n \) positive constants, to be chosen later. Consider the positive function \( v = v(s) \) defined for \( s \geq 0 \) by

\[ v = \sum_{k=n+1}^m h_k |u_k|^2 = \sum_{k=n+1}^m h_k u_k \bar{u}_k. \]
Suppose that \( 0 \leq v(s) < \epsilon \) for all \( s \geq 0 \). Then
\[
|u_k| \leq \frac{\sqrt{v(s)}}{h_k} < \frac{\sqrt{\epsilon}}{h_k}, \quad k = n + 1, \ldots, m.
\]
We have \( v' = \sum_{k=n+1}^{m} h_k (u'_k \bar{u}_k + u_k \bar{u}'_k) \). From the differential equations we have
\[
\begin{array}{l}
\quad u'_k = \lambda_k u_k + e_k u_{k-1} + \chi_k(u), \quad \bar{u}'_k = \bar{\lambda}_k \bar{u}_k + e_k \bar{u}_{k-1} + \bar{\chi}_k(\bar{u}).
\end{array}
\]
So
\[
v' = \sum_{k=n+1}^{m} h_k(\lambda_k u_k + e_k u_{k-1} + \chi_k(u)) + u_k(\bar{\lambda}_k \bar{u}_k + e_k \bar{u}_{k-1} + \bar{\chi}_k(\bar{u}))
\]
\[= 2 \sum_{k=n+1}^{m} h_k \rho_k u_k \bar{u}_k + \sum_{k=n+1}^{m} h_k e_k (u_k \bar{u}_{k-1} + \bar{u}_k u_{k-1})
\]
\[+ \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k(\bar{u}) + \bar{u}_k \chi_k(u)).
\]
On the other hand,
\[
\sum_{k=n+1}^{m} h_k \rho_k u_k \bar{u}_k + \sum_{k=n+1}^{m} h_k e_k (u_k \bar{u}_{k-1} + \bar{u}_k u_{k-1})
\]
\[= \sum_{k=n+1}^{m} h_k \rho_k (u_k + \frac{e_k}{\rho_k} u_{k-1})(\bar{u}_k + \frac{e_k}{\rho_k} \bar{u}_{k-1}) - \sum_{k=n+1}^{m} h_k e_k^2 u_k \bar{u}_{k-1}.
\]
Since \( e_k^2 = e_k \) and \( e_{n+1} = 0 \) (because \( \lambda_n \) has negative real part and \( \lambda_{n+1} \) positive real part, so that \( \lambda_n \neq \lambda_{n+1} \)), we have
\[
\sum_{k=n+1}^{m} \frac{h_k e_k^2 u_k \bar{u}_{k-1}}{\rho_k} = \sum_{k=n+1}^{m} \frac{h_k e_k u_{k-1} \bar{u}_k}{\rho_k} = \sum_{k=n+1}^{m} \frac{h_k e_k u_k \bar{u}_k}{\rho_k + e_k u_k \bar{u}_k}
\]
\[= \sum_{k=n+1}^{m-1} h_{k+1} e_{k+1} u_k \bar{u}_k.
\]
Hence we obtain

\[
v' = \sum_{k=n+1}^{m} h_k \rho_k u_k \bar{u}_k + \sum_{h=n+1}^{m} h_k \rho_k (u_k + \frac{e_k}{\rho_k} u_{k-1}) (\bar{u}_k + \frac{e_k}{\rho_k} \bar{u}_{k-1}) - \\
- \sum_{k=n+1}^{m} \frac{h_{k+1}}{\rho_{k+1}} e_{k+1} u_k \bar{u}_k + \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k (\bar{u}) + \bar{u}_k \chi_k (u)) \\
\geq \sum_{k=n+1}^{m-1} (h_k \rho_k - \frac{h_{k+1}}{\rho_{k+1}} e_{k+1}) u_k \bar{u}_k + h_m \rho_m u_m \bar{u}_m \\
+ \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k (\bar{u}) + \bar{u}_k \chi_k (u)).
\]

Now we choose \( h_{k+1} = \frac{1}{2} h_k \rho_k \), \( k = n + 1, \ldots, m - 1, h_{n+1} = 1 \), so that \( h_k \rho_k - \frac{h_{k+1}}{\rho_{k+1}} e_{k+1} = \frac{1}{2} h_k \rho_k \) when \( e_{k+1} = 1 \) and \( = h_k \rho_k \) when \( e_{k+1} = 0 \).

In any case we have \( h_k \rho_k - \frac{h_{k+1}}{\rho_{k+1}} e_{k+1} \geq \frac{1}{2} h_k \rho_k \) ans also \( h_m \rho_m > \frac{1}{2} h_m \rho_m \) (as \( h_m \rho_m \) is positive). Hence

\[
v' \geq \frac{1}{2} \sum_{k=n+1}^{m} h_k \rho_k u_k \bar{u}_k + \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k (\bar{u}) + \bar{u}_k \chi_k (u)).
\]

Let \( \beta = \min(\rho_{n+1}, \ldots, \rho_m) > 0 \). Then we have

\[
v' \geq \frac{1}{2} \beta v + \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k (\bar{u}) + \bar{u}_k \chi_k (u)).
\]

As in our previous discussion, since \( \chi_k (u_1, \ldots, u_n, 0, \ldots, 0) = 0 \) implies that each term of \( \chi_k (u_1, \ldots, u_m) \) contains at least one of \( u_{n+1}, \ldots, u_m \) as a factor and \( \chi_k \) starts with quadratic terms, and since \( |u_k| < \sqrt{\frac{\varepsilon}{h_1}} \), and the \( \chi_k \) are uniformly convergent, we have, for sufficiently large \( s \),

\[
| \sum_{k=n+1}^{m} h_k (u_k \bar{\chi}_k (\bar{u}) + \bar{u}_k \chi_k (u)) | \leq \frac{1}{4} \beta v.
\]
Thus we obtain the differential inequality
\[ v' \geq \frac{1}{4^{1/4}} v, \quad (v e^{-1/4 s})' \geq 0, \]
which implies that \( v e^{-1/4 s} \) is non-decreasing, and since it is non-negative, we necessarily have \( v = 0 \). This means that
\[ u_{n+1} = \ldots = u_m = 0. \]

The system of differential equations is therefore reduced to
\[ u'_k = \lambda_k u_k + e_k u_{k-1}, \quad k = 1, \ldots, n; \quad u'_k = 0, \quad k = n+1, \ldots, m, \]
in case \( \lambda_k \neq \sum_{r=1}^n g_r \lambda_r \) and to
\[ u'_k = \lambda_k u_k + e_k u_{k-1} + V_k(u_1, \ldots, u_{k-1}), \quad k = 1, \ldots, n; \quad u'_k = 0, \quad k = n+1, \ldots, m, \]
in the contrary case. Consider the first case. Since \( e_1 = 0 \), we have \( u'_1 = \lambda_1 u_1 \), or \( (u_1 e^{-\lambda_1 s})' = 0 \), which on integration from 0 to \( s \) gives
\[ u_1 = c_1 e^{\lambda_1 s}, \quad c_1 = u_1(0). \]

We insert this in \( u'_2 = \lambda_2 u_2 + e_2 u_1 \) where \( e_2 = 0 \), if \( \lambda_2 \neq \lambda_1 \) and \( e_2 = 0 \) or 1, if \( \lambda_2 = \lambda_1 \) and integrate from 0 to \( s \). We can continue this procedure and obtain all the \( u_k \). In the second case, when for some \( k \), \( \lambda_k = \sum_{r=1}^n g_r \lambda_r \), once again since \( e_1 = 0 \) and \( V_1 = 0 \), we have \( u'_1 = \lambda_1 u_1 \) from we obtain \( u_1 = e_1 e^{\lambda_1 s} \). Suppose that we have already proved that
\[ u_r = (c_r + \mathcal{P}_r(c_1, \ldots, c_{r-1}, s)) e^{\lambda_r s} \equiv Q_r(c_1, \ldots, c_r, s) e^{\lambda_r s}, \]
for \( r = 1, \ldots, k - 1 \), where \( c_r = u_r(0) \) and \( \mathcal{P}_r \) is a polynomial in \( c_1, \ldots, c_{r-1} \) and \( s \), which vanishes for \( s = 0 \). Then we show that
\[ u_k = (c_k + \mathcal{P}_k(c_1, \ldots, c_{k-1}, s)) e^{\lambda_k s} \equiv Q_k(c_1, \ldots, c_k, s) e^{\lambda_k s}. \]
If \( e_k = 0 \), \( u_k' = \lambda_k u_k + V_k(u_1, \ldots, u_{k-1}) \) and inserting \( u_1, \ldots, u_{k-1} \) already found, and integrating from 0 to \( s \), we get \( u_k \) as above, as in the case of simple eigen-values. If \( e_k = 1 \), then necessarily \( \lambda_k - 1 = \lambda_k \) and hence

\[
\begin{align*}
    u_k' &= \lambda_k u_k + e_k u_{k-1} + V_k(u_1, \ldots, u_{k-1}) \\
    &= \lambda_k u_k + Q_{k-1}(c_1, \ldots, c_{k-1}, s) e^{\lambda_k s} + V_k(u_1, \ldots, u_{k-1}) \\
    &= \lambda_k u_k + Q_{k-1}(c_1, \ldots, c_{k-1}, s) e^{\lambda_k s} + V_k(Q_1, \ldots, Q_{k-1}) e^{\lambda_k s},
\end{align*}
\]

and we can integrate this to obtain \( u_k \). Thus all the \( u_k \) are determined by induction.

As in the case of simple eigen-values, it follows that if \( c_k = u_k(0) \), then \( \sum_{k=1}^{m} |c_k|^2 < \epsilon \). However, if \( \sum_{k=1}^{m} |u_k|^2 < \epsilon \), it may no longer be true that \( \sum_{k=1}^{m} |u_k(s)|^2 < \epsilon \) for all \( s \geq 0 \), because of the presence of the term \( \mathcal{P}_k(c_1, \ldots, c_{k-1}, s) \) in \( u_k \). However, \( u_k(s) \to 0 \) as \( s \to \infty \).

Finally, if we arrange the eigen-values and define \( l_k, k = 1, \ldots, m \), in such a way that \( \lambda_{k-1} = \lambda_k, \, l_{k-1} = l_k - 1 \), and so \( \lambda_{k-1} = \lambda_{l-1}, \, \lambda_{l} = \lambda_l \), then we can prove as in the case of simple eigen-values that \( \tilde{u}_k = u_l, \, l = l_k, \, k = 1, \ldots, m \). Then it follows that \( \tilde{c}_k = c_l, \, l = l_k, \, k = 1, \ldots, n \), and therefore a general solution such that \( \sum_{k=1}^{m} |u_k|^2 < \epsilon \) contains exactly \( n \) real parameters. This completes the proof of Theorem 3.5.3.

6 Application to the three-body problem

We shall now apply the general theory of stability of solutions of systems of ordinary differential equations to the special case of the system of differential equations of the three-body problem near a general collision.

We obtained in §4 the system of differential equations 3.5.36 near the general collision at \( t = 0 \) or, equivalently, at \( s = \infty \), where \( s = e^{-t} \):

\[
\delta_k' = 6 \sum_{l=1}^{6} a_{kl} \delta_l + \varphi_k(\delta_1, \ldots, \delta_6), \; k = 1, \ldots, 6.
\] (3.6.1)
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where \( a_{kl} \) are real constants determined uniquely by the masses and the \( \varphi_k \) are power-series in \( \delta_1, \ldots, \delta_6 \) with real coefficients, also determined uniquely by the masses, starting with quadratic terms and convergent for small values of \( |\delta_1|, \ldots, |\delta_6| \). We consider the corresponding normalized system of differential equations in the unknown functions \( u_k(s), k = 1, \ldots, 6 \), and shall the general theory of § 5 of solutions asymptotic to the equilibrium solution.

We have to discuss the two cases, the equilateral case and the collinear case, and we had computed, at the end of § 4, the eigen-values \( \lambda_1, \ldots, \lambda_6 \) of the matrix \( A = (a_{kl}) \) in both the cases. In the equilateral case there are three negative eigen-values:

\[
\lambda_1 = -a_2 = \frac{1}{6} \frac{1}{6} \sqrt{13 - 12 \sqrt{1 - 3a}}, \\
\lambda_2 = -a_1 = \frac{1}{6} \frac{1}{6} \sqrt{13 + 12 \sqrt{1 - 3a}}, \quad \lambda_3 = -a_o = -\frac{2}{3}
\]

where \( a = (m_1m_2 + m_2m_3 + m_1m_3) (m_1 + m_2 + m_3)^{-2} \); \( 0 < a \leq \frac{1}{3} \) and \( 0 < -\lambda_1 < -\lambda_2 < -\lambda_3 \), \( \lambda_1 = \lambda_2 \) only when \( a = \frac{1}{3} \), or \( m_1 = m_2 = m_3 \). In the collinear case, there are two negative eigen-values:

\[
\lambda_1 = -b_o = -\frac{2}{3}, \lambda_2 = -b_1 = \frac{1}{6} \frac{1}{6} \sqrt{25 + 16b}, \\
\lambda_3 = -a_o = -\frac{2}{3}
\]

where \( b = \frac{m_1(1 + (1 - \omega)^{-1} + (1 - \omega)^{-2}) + m_3(1 + \omega^{-1} + \omega^{-2})}{m_1 + m_2(\omega^{-2} + (1 - \omega)^2) + m_3} > 0 \); \( 0 < -\lambda_1 < -\lambda_2 \).

We first consider the case in which \( \lambda_k \neq \sum_{l=1}^{p} g_l \lambda_l \) for non-negative integers \( g_1, \ldots, g_p \) with \( g_1 + \ldots + g_p \geq 2 \) (\( p = 2 \) in the collinear case and \( p = 3 \) in the equilateral case). In the equilateral case,

\[
u_1 = c_1e^{-a_2s}, u_2 = c_2e^{-a_1s}, u_3 = c_3e^{-a_0s}, \tag{3.6.2}
\]

provided that not all \( m_1, m_2, m_3 \) are equal, and in the collinear case,

\[
u_1 = c_1e^{-b_2s}, u_2 = c_2e^{-b_1s}. \tag{3.6.3}
\]
From (3.6.2) and (3.6.3) we find that the essential difference between the equilateral and collinear cases consists in the fact that the general solution asymptotic to the equilibrium solution as \( s \to \infty \) contain 3 real parameters in the former case and only 2 in the latter. We observe that \( a_1, a_2 \) and \( b_1 \) are in general irrational, whereas \( a_0 = b_0 = \frac{2}{3} \) is rational.

Since \( e^{-s} = t \), we have from (3.6.2) and (3.6.3),

\[
\begin{align*}
  u_1 &= c_1 t^{a_2}, \quad u_2 = c_2 t^{a_1}, \quad u_3 = c_3 t^{a_0} \quad \text{in the equilateral case,} \\
  u_1 &= c_1 t^{b_1}, \quad u_2 = c_2 t^{b_0} \quad \text{in the collinear case.}
\end{align*}
\]

We have to examine the possibility of multiple eigen-values. Since in the collinear case, the possible double roots \( b_2, b_3 \) have positive real parts and the solution depends only on the eigen-values with negative real parts, it follows that the only solutions are those given by (3.6.5) whenever \( \lambda_k \neq \sum_{r=1}^{p} g_r \lambda_r \). In the equilateral case, the only possible double eigen-value is \( a_1 = a_2 \). Then \( \lambda_1 = \sum_{r=1}^{3} g_r \lambda_r \) is satisfied with \( g_1 = 0 \), \( g_2 = g_3 = 0 \).

We now consider the case in which for some \( k \), we have \( \lambda_k = \sum_{r=1}^{p} g_r \lambda_r, g_1 + \ldots + g_p \geq 2 \). We take the equilateral case first. We have to discuss the possibility of the existence of non-negative integers \( g_1, g_2, g_3 \) with \( g_1 + g_2 + g_3 \geq 2 \) such that \( -\lambda_1 = g_1 a_2 + g_2 a_1 + g_3 a_o \), where \( -\lambda_1 = a_2 \), \( -\lambda_2 = a_1 \), \( -\lambda_3 = a_o(a_o > a_1 \geq a_2) \). Since the polynomial \( V_1 \equiv 0 \) always, it is enough to consider only the two cases \( k = 2, 3 \) corresponding to \( -\lambda_2 = a_1 \) and \( -\lambda_3 = a_o \).

If \( k = 2 \), then \( -\lambda_2 = a_1 \) and \( g_2 = g_3 = 0 \), so that \( V_2(u_1) = a a_1^{g_1} \). We have \( a_1 = g_1 a_2 \), or \( \frac{a_1}{a_2} = g_1 \geq 2 \). Denoting this integer by \( h \), we have

\[
h = \frac{a_1}{a_2} = \frac{\sqrt{13} + w - 1}{\sqrt{13} - w - 1} \quad \text{where } w = 12 \sqrt{1 - 3a}.
\]

For each integer \( h = 2, 3, \ldots \), we can determine \( w \) and \( a \) from this equation and \( V_2(u_1) = a a_1^{h} \).
If \( k = 3 \), then \(-3 = a_o = g_1a_2 + g_2a_1\) with \( g_1 + g_2 \geq 2 \), since in this case \( g_3 = 0 \). We observe that \( 2a_1 > a_o \), so \( g_2 = 0 \) or \( 1 \). Hence, either \( g_1 \geq 2 \) (if \( g_2 = 0 \)) or \( g_1 \geq 1 \) (if \( g_2 = 1 \)). We show that \( g_2 \) cannot be \( 1 \), so \( g_1 \geq 2 \) necessarily. In fact, since we see that \( a_2 + a_1 > a_o \), we have \( g_2 = 0 \) and so \( g_1 \geq 2 \). Hence \( a_o = g_1a_2 \) or \( \frac{a_o}{a_2} = g_1 \geq 2 \). Denoting this integer by \( g \) we have

\[
g = \frac{a_o}{a_2} = \frac{4}{\sqrt{13} - w - 1} \quad \text{where } w = 12 \sqrt{1 - 3a}. \tag{3.6.7}
\]

Again we can determine \( w \) and \( a \) from (3.6.7) for each \( g \geq 2 \). In this case \( V_3(u_1, u_2) = \beta u_1^g \).

We next prove that only one of the possibilities

\[
V_2(u_1) = \alpha u_1^h, \quad V_3(u_1, u_2) = 0; \quad V_2(u_1) = 0, \quad V_3(u_1, u_2) = \beta u_1^g,
\]

can occur. (It cannot happen that \( V_2(u_1) = u_1^h \) and \( V_3(u_1, u_2) = \beta u_1^g \)). In order to prove this, we show that (3.6.6) and (3.6.7) cannot be satisfied simultaneously for integers \( g, h \geq 2 \). We have, from (3.6.6) and (3.6.7),

\[
\sqrt{13} - w = 1 + \frac{4}{g}, \quad \sqrt{13} + w = 1 + \frac{4h}{g}.
\]

Eliminating \( w \) by squaring and adding we get

\[
26g^2 = (g + 4)^2 + (g + 4h)^2.
\]

So it is enough to prove that this diophantine equation does not have integer solutions \( g, h \geq 2 \). We can write this as \((25g - 4)^2 = 416 + 25(g + 4h)^2\) from which we have

\[
416 = (25g - 4)^2 - 25(g + 4h)^2 = (30g + 20h - 4)(20g - 20h - 4)
\]

or

\[
(15g + 10h - 2)(5g - 5h - 1) = 52.
\]

Setting \( p = 15g + 10h - 2 \), \( q = 5g - 5h - 1 \), we have to show that there are no integers \( p, q \) such that

\[
pq = 52, \quad p - 3q - 1 = 25h, \tag{3.6.8}
\]
6. Application to the three-body problem

By definition of \(p\), \(p > 0\) and since \(pq = 52\), \(q > 0\). The only integer factorisations \(pq\) of 52, with \(q < p\), are \(p = 52\), \(q = 1\), \(p = 26\), \(q = 2\) and \(p = 13\), \(q = 4\). It is easy to check that none of these factorisations satisfies (3.6.8) with integer \(h \geq 1\). This proves that only one of the exceptional cases

\[
V_2(u_1) = au_1^h, \quad V_3(u_1, u_2) = 0; \quad (3.6.9)
\]

\[
V_2(u_1) = 0, \quad V_3(u_1, u_2) = \beta u_1^h, \quad (3.6.10)
\]

can occur.

Suppose that the possibility (3.6.9) holds. Then \(u_1 = c_1e^{\lambda_1s} = c_1t^{a_2}\), since \(\lambda_1 = -a_2\) and \(e^{-s} = t\), \(c_1 = u_1(0)\). Inserting this in \(u_2' = \lambda_2u_2 + V_2(u_1)\) we get

\[
u_2' = -a_1u_2 + au_1^h = -a_1u_2 + \alpha c_1^h e^{\lambda_1hs} = -a_1u_2 + \alpha c_1^h e^{-a_1s},
\]

so \((u_2 e^{a_1s})' = \alpha c_1^h\), and integrating from 0 to \(s\) and putting \(u_2(0) = c_2\),

\[
u_2 e^{a_1s} = c_2 + \alpha c_1^hs, \quad \text{or} \quad u_2 = (c_2 + \alpha c_1^h) e^{-a_1s}.
\]

Thus, if (3.6.9) holds, then

\[
u_1 = c_1t^{a_2}, \quad u_2 = (c_2 - \alpha c_1^h \log t) e^{a_1}, u_3 = c_3 t^{a_3}. (h \text{ integer} \geq 2)
\]

Similarly, if (3.6.10) holds, we have

\[
u_1 = c_1t^{a_2}, u_2 = c_2 t^{a_1}, u_3 = (c_3 - \beta c_1^h \log t) e^{a_1}. (g \text{ integer} \geq 2)
\]

In the equilateral case, if we have a double root \(a_1 = a_2\) (when \(m_1 = m_2 = m_3\)), we have \(h = 1\). So \(V_2(u_1) = au\) and hence

\[
u_1 = c_1t^{a_2}, u_2 = (c_2 - \alpha c_1 \log t) e^{a_1}, u_3 = c_3 t^{a_3}.
\]

The value of \(\alpha\) will be just \(e_2(= 0 \text{ or } 1)\) since \(\lambda_1 = -a_2 = -a_1 = a_2\).

Finally we consider the collinear case. In this case there is only condition \(\lambda_k = \frac{\sum g_r \lambda_r}{2} \), i.e. \(b_1 = jb_o\), \(j\) integer \(\geq 2\), because \(\lambda_1 = -b_o\),
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\( \lambda_2 = -b_1 \) and \( 0 < -\lambda_1 < -\lambda_2 \) this gives \( b = f^2 + \frac{j - 3}{2} \). Moreover, we have \( V_2(u_1) = y u_1^l \) so that we have

\[
\lambda_2 = -b_1 = -\lambda_1 < -\lambda_2
\]

thus gives

\[
u_1 = c_1 e^{2 b_1 s} = c_1 e^{-b_1 s} = c_1 t^b, u_2 = (c_2 + \gamma c_1) e^{b_1 s} = (c_2 - \gamma c_1 \log t)t^b.
\]

We collect together the results in the two cases.

**Equilateral case.**

(i) If \( \frac{a_1}{a_2} \) and \( \frac{a_1}{a_2} \) are not integers \( u_1 = c_1 t^{a_2}, u_2 = c_2 t^{a_1}, u_3 = c_3 t^{a_0}, \)

\( \nu_k = 0, k = 4, 5, 6. \)

(ii) If \( \frac{a_1}{a_2} = \) an integer \( g \geq 2. \)

\[
u_1 = c_1 t^{a_2}, u_2 = c_2 t^{a_1}, u_3 = (c_3 - \alpha c_1 \log t)t^{a_0}, u_k = 0, k = 4, 5, 6,
\]

(iii) \( u_1 = c_1 t^{a_2}, u_2 = (c_2 - \beta c_1 \log t)t^{a_1}, u_3 = c_3 t^{a_0}, u_k = 0, k = 4, 5, 6, \)

where \( \frac{a_1}{a_2} = \) an integer \( h \geq 1. \)

**Collinear case.**

(i) If \( \frac{b_o}{b_1} \) is not integral then

\[
u_1 = c_1 t^{b_o}, u_2 = c_2 t^{b_1}, u_k = 0, k = 3, 4, 5, 6.
\]

(ii) If \( \frac{b_1}{b_o} = \) an integer \( j \geq 2. \)

\[
u_1 = c_1 t^{b_o}, u_2 = (c_2 - \gamma c_1 \log t)t^{b_1}, u_k = 0, k = 3, 4, 5, 6.
\]

The constants of integration \( c_k \) have small absolute values.

By taking the inverse of the transformation \( u_k = y_k - F_k(y_1, \ldots, y_n), k = 1, \ldots, m, \) we have \( y_k = u_k + G_k(u_1, \ldots, u_n), k = 1, \ldots, m, \) where \( G_k \) are power series, with coefficients complex in general, starting with quadratic terms and converging for small \( |u_k|. \) In our case, \( m = 6 \) and...
6. Application to the three-body problem

In the equilateral or the collinear case. So we see after inserting the above solutions $u_k$, that $y_1, \ldots, y_6$ are power-series, without constant terms, in $u_1, u_2, u_3$ in the equilateral case, and in $u_1, u_2$ in the collinear case. Since $y_k$ are obtained from $\delta_k$ by a linear transformation $\delta = Cy$, $|C| \neq 0$, it follows that $\delta_1, \ldots, \delta_6$ are power-series without constant terms, in $u_1, u_2$, in the collinear case and in $u_1, u_2, u_3$ in the equilateral case; these power-series converge for small $|u_k|$, and hence for sufficiently small $t$. Since the power-series do not have constant terms and $u_k(t) \to 0$ as $t \to 0$, it follows that $\delta_k \to 0$ as $t \to 0$.

We recall that $p^*_k = \tilde{p}_k + \delta_k, q^*_k = \tilde{q}_k + \delta_{k+3}, k = 1, 2, 3$, where $\tilde{p}_k, \tilde{q}_k$ are uniquely determined by the masses. We also have $\tilde{p}_1 > 0$. Since $q_4 = 0$ for a collision orbit, we have $\delta_7 = 0$. We have by definition $p_4 = p^*_4 = \delta_8$ and $\delta_8$ satisfies the differential equation

$$\delta'_8 = \sum_{l=1}^{6} a_{8l} \delta_l + \varphi_8(\delta_1, \ldots, \delta_6), \quad (3.6.11)$$

where $a_{8l}$ are real constants determined uniquely by the masses and $\varphi_8$ is a power-series with real coefficients, again uniquely determined by the masses, and starting with quadratic terms. Hence the right side of (3.6.11) is a power-series $Q = Q(\delta_1, \ldots, \delta_6)$ with real coefficients and without constant terms. We have determined $\delta_1, \ldots, \delta_6$ as power-series in $u_k(k = 3 \text{ or } 2)$ without constant terms and converging for small $|u_k|$. Hence $Q$ is also a power-series in $u_k$ without constant term and converging for small $|u_k|$. So $p_4 = \delta_8$ can be obtained by integrating $Q$ from 0 to $s$. In order to study the behaviour of $p_4$ as $t \to 0$ (or, equivalently, as $s \to \infty$), we have to prove the convergence, as $s \to \infty$, of the integral

$$\int_0^s Q(\delta_1, \ldots, \delta_6) ds.$$

(We do this only in the case in which the relation $\lambda_k \neq \sum_{r=1}^{p} g_{r}\lambda_r$ holds; the discussion in the other case is similar). A typical term in $Q$ is
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\( \beta_{h_1 \ldots h_n u_1 \ldots u_n} \), where \( n = 3 \) or 2 according as we are in the equilateral or collinear case. In the equilateral case, \( u_1, u_2, u_3 \) are given by (3.6.4) when \( a_0, a_1, a_2 \) are distinct and so a typical term of \( Q \) is

\[
\beta_{h_1 h_2 h_3} c_1 h_1 c_2 h_2 c_3 e^{-(h_1 a_2 + h_2 a_1 + h_3 a_0) s}
\]

This term is integrable in \( 0 \leq s \leq \infty \) and we have

\[
\int_0^\infty e^{-(h_1 a_2 + h_2 a_1 + h_3 a_0) s} ds = \frac{e^{-(h_1 a_2 + h_2 a_1 + h_3 a_0) s} - 1}{-(h_1 a_2 + h_2 a_1 + h_3 a_0)}
\]

and this tends to \((h_1 a_2 + h_2 a_1 + h_3 a_0)^{-1}\) as \( s \to \infty \). Since the constants \( c_1, c_2, c_3 \) have small absolute values, so have \( u_1, u_2, u_3 \). Since \( Q \) converges uniformly for small \( |u_k| \), \( k = 1, 2, 3 \), we can integrate the power-series and obtain

\[
p_4 = \delta_8 = \int Q(\delta_1, \ldots, \delta_6) ds + \bar{p}_4
\]

where \( \bar{p}_4 \) is a constant of integration, and so we have \( p_4 = \bar{p}_4 + \) a unique power-series in \( u_1, u_2, u_3 \) without constant term. The power-series converges for small \( |u_k| \) and so for small \( t \). This proves that \( p_4 \) tends to a finite limit \( \bar{p}_4 \) as \( t \to 0 \).

Since the differential equations of motion remain invariant under an orthogonal transformation of coordinates, we can perform a fixed orthogonal transformation in the plane of motion, so that \( \bar{p}_4 \) becomes 0 in the new coordinate system. In other words, we may assume that \( p_4 \to 0 \) as \( t \to 0 \). A similar argument can be carried out in the case of double eigen-values, and also in the collinear case, and we see that \( p_4 \) tends to a finite limit, which may be assumed to be 0, as \( t \to 0 \), in all cases.

We shall now go back to the original coordinate system and find \( x_k, y_k, k = 1, 2, 3 \), the coordinates of \( P_1, P_2, P_3 \). First we have

\[
p_k = p_k t^{2/3} = (\bar{p}_k + \delta k) t^{2/3}, \bar{p}_k > 0,
\]

\[
q_k = q_k t^{-1/3} = (\bar{q}_k + \delta k) t^{-1/3}, k = 1, 2, 3,
\]

\[
p_4 = p_4 = \delta_8, q_4 = q_4 = 0.
\]
6. Application to the three-body problem

Hence $p_k^*$ are power-series in $u_k$, $k = 1, 2, 3$ or $k = 1, 2$ according as we are in the equilateral or collinear case, which converge for small $|u_k|$. And $p_k = p_k^*(u_1) t^{2/3}$, $q_k = q_k^*(u_1) t^{-1/3}$, $k = 1, 2, 3$. We can also calculate $c = \cos p_4$ and $s = \sin p_4$ as power-series in $u_1$ which converge for small $|u_1|$. Since

$$p_1^* = p_1, p_2^* = p_2 s, p_3^* = p_2 c - p_3 s,$$

$$q_1^* = q_1 c - q_0 s, q_2^* = q_1 s + q_0 c, q_3^* = q_2 c - q_3 s, q_4^* = q_2 s + q_3 c,$$

we see that the relative coordinates $(\xi_1, \xi_2)$ and $(\xi_3, \xi_4)$ of $P_1$ and $P_2$ with respect to $P_3$ and the corresponding components of momenta $\eta_1, \ldots, \eta_4$, are also given by convergent power-series in $u_k$:

$$\xi_k = \xi_k^*(u_1, u_2, u_3) t^{2/3}, \quad \eta_k = \eta_k^*(u_1, u_2, u_3) t^{-1/3}$$

in the equilateral case, and

$$\xi_k = \xi_k^*(u_1, u_2) t^{2/3}, \quad \eta_k = \eta_k^*(u_1, u_2) t^{-1/3}$$

in the collinear case. We can now go back to the absolute coordinates $x_k, y_k$. If $v$ denotes any of the six coordinates $x_k, y_k, k = 1, 2, 3$, then we have

$$v = t^{2/3} P(u_1, u_2, u_3) \text{ and } v = t^{2/3} P(u_1, u_2)$$

in the equilateral and collinear cases respectively, where $P$ is a power-series convergent for small $|u_k|$, and hence for small $|c_k|$. The components of momenta also have power-series expansions

$$w = t^{-1/3} H(u_1, u_2, u_3), w = t^{-1/3} H(u_1, u_2),$$

$H$ converging for small $|u_k|$ and hence for small $|c_k|$. We consider now the manifold of all the collision orbits. Corresponding to different values of the real parameters $c_1, c_2, c_3$ in the equilateral case and $c_1, c_2$ in the collinear case, we obtain different collision orbits in a neighbourhood of $t = 0$. Let us determine the dimensions of this manifold in the neighbourhood of $t = 0$. The coordinates $x_k, y_k, k = 1, 2, 3$, being power-series in $u_k$ ($k = 1, 2, 3$ or $k = 1, 2$), we
have three real parameters in the equilateral case and two real parameters in the collinear case. We have proved that the motion takes place in a fixed plane, chosen as the \((x, y)\)-plane in our discussion. Its position is determined by the three angles of a normal to it: this involves three extra independent real parameters in both the limiting cases. We have assumed that the centre of gravity remains fixed at the origin, and the centre of gravity integrals involve six real parameters. Finally, the points on a orbit are parametrised by the real variable \(t\). Thus in the equilateral case we have 13 independent real parameters, and in the collinear case 12. Since the coordinate functions are regular analytic functions of these parameters, we conclude that the manifold of all collision orbits is a real analytic manifold, of dimension 13 in the equilateral case and 12 in the collinear case, in a neighbourhood of \(t = 0\). Further, in the collinear case there are three distinct orderings of the points \(P^*_{1}, P^*_{2}, P^*_{3}\) and hence, corresponding to these, there are three distinct real 12-dimensional analytic manifolds. (In the case of a simple collision we have seen that we have power-series expansions for the coordinates in the variable \(t^{1/3}\); the manifold of collision orbits is there a real analytic manifold of dimension 16 in the neighbourhood of a simple collision).

We remark that since our solutions are described only near \(t = 0\), the above description of the collision orbits is purely local. It is not possible to describe the manifold of collision orbits in the large, that is, for all \(t\), by our method.

We consider the nature of the singularity when there is a general collision at \(t = 0\). Since the coordinates are power-series in \(u_1, u_2, u_3\) or in \(u_1, u_2\), the nature of the singularity depends on the arithmetical nature of the eigen-values \(a_0, a_1, a_2\) in the equilateral case and \(b_0, b_1\) in the collinear case. If \(a_2, a_1\) in the equilateral case and \(b_1\) in the collinear case are rational, then we have an algebraic branch point at \(t = 0\), so that the solutions of the three-body problem can be uniformised in a neighbourhood of \(t = 0\). If \(a_2, a_1\) are irrational and \(c_1, c_2 \neq 0\) in the equilateral case, and \(b_1\) irrational and \(c_2 \neq 0\) in the collinear case, we have an essential singularity at \(t = 0\). In this case it is not possible to continue the solutions analytically beyond the general collision.