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Chapter 1

This chapter collects some basic facts about proper actionsof topolog- 1

ical groups on topological spaces; the existence of invariant metrics is
discussed in.§4 (Bourbaki [1], Palais [1]).

0

LetG ba a topological group, acting continuously on a topological space
X. We shall always suppose that the action is on the left, and ifm :
G × X → X defines the action, we shall write, fors ∈ G and x ∈
X,m(s, x) = sx.

Notation. For A, B ⊂ X, we set

G(A/B) =
{

s∈ G
∣

∣

∣sB∩ A , φ
}

.

Clearly, we have, for anyA, B,C ⊂ X,
G(A|B) = G(B|A)−1,G(A ∪ B|C) = G(A|C) ∪ G(B|C),G({A ∩ B}|C) ⊂
G(A|C) ∩G(B|C) and for anys, t, ∈ G,

G(sA|tB) = sG(A|B)t−1.

We shall denote the orbit ofx ∈ X (i. e. the set{sx|s ∈ G}) by Gx,
and the space of all orbits byG/X. We shall denote byG(x) the isotropy
group atx ∈ X; thusG(x) = G({x}|{x}).

In what follows, we shall suppose thatG is locally compact, and that
X is a Hausdorff space.

1



2 1.

1 Proper groups of transformations

Definition . A locally compact transformation group G of a Hausdorff2

topological space X is proper if the following condition is satisfied.(P)
For any x, y ∈ X, there exist neighbourhoods U of x and V of y such that
G(U |V) is relatively compact.

Clearly (P) implies
(P1) For any x ∈ X, there exists a neighbourhoodU of x such that
G(U |U) is relatively compact.

Although (P1) implies (P) in many cases, it is not equivalent to (P),
as the following example shows.

Example.Consider the action ofZ (with the discrete topology) onR2−
{0} defined by

n(x, y) = (2nx, 2−ny), (x, y) ∈ R2 − {0}, n ∈ Z.

Clearly (P1) is satisfied, but (P) fails to hold, for instance for the
pair of points (1, 0) and (0, 1).

Also, {P1} implies the condition
(P2) Let {sn} be any sequence inG, and suppose that for somex ∈

X, {sn x} converges inX, then there exists a compact set inG which
contains all thesn.

Again, (P2) implies (P) in many cases.

Remark 1. Let G act on two spacesX andY, and let f : X → Y be
a continuous mapping which commutes with the action ofG, i. e. we
have f (sx) = s f(x) for everyx ∈ X and s ∈ G. Then it is clear that if
G acts properly onY, it acts properly onX. This applies in particular to3

the natural action ofG on a subspaceX of Y which is stable under the
action ofG (i. e. for whichGx⊂ X for all x ∈ X).

Remark 2. It is easy to see that (P1) is equivalent to the condition: every
point ofX has aG-stable open neighbourhood, on which the action ofG
is proper. Thus (P) is not a local property. On the other hand, it is easy
to see that (P1) implies (P) if the orbit spaceG\X is Hausdorff.
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2 Some properties of proper transformation groups

In this article, it is assumed thatG is a proper transformation group of
the spaceX.

(i) If A, B ⊂ X are relatively compact (resp. Compact),G(A|B) is rela-
tively compact (resp. compact). (Note thatG(A|B) is closed when-
everA is closed andB is compact.) The proof is immediate.

In particular,G(x) = G({x}|{x}) is compact.

(ii) The orbit spaceG|X is a Hausdorff space.

Proof. Since the equivalence relation defined onX by G is open,
we have only to check that the graph

Γ = {(x, y) ∈ X × X|x ∈ Gy}

of the relation is closed inX × X. Thus let (a, b) ∈ Γ̄. Then the
family {G(U |V)|U a neighbourhood ofa,V a neighbourhood ofb}
generates a filter onG. SinceG acts properly, this filter contains a
compact set. Hence there exists at ∈ G such thatt ∈ G(U |V) for 4

all theU,V, and it is easily seen thattb = a. This proves thatΓ is
closed. �

In particular, each orbit is closed inX.

(iii) For every x ∈ X, the mappingmx : s  sx of G onto Gx is
proper. (SinceGx is closed inX, this is equivalent to saying that
mx : G→ X is proper.)

[We recall that a continuous mappingf : X → Y of Hausdorff
spaces isproper if (a) f is closed, and (b) for everyy ∈ Y, f −1(y)
is compact.]

Proof. For anyy = sx ∈ Gx,m−1
x (y) = sG(x) is compact by (i).

We shall now show thatmx is closed. LetF be a closed set inG;
we must show thatmx(F) = Fx is closed. Lety ∈ F̄x, and letU,V
be neighbourhoods ofx, y respectively such thatG(V|U) ⊂ K,K
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compact. ThenFx∩V = (F∩K)x∩V is closed inV, since (F∩K)x
is compact. ThusFx is closed in a neighbourhood of every point
of F̄x, henceFx is closed. �

Thus in the canonical decomposition

G→ G/G(x)
f
−→ Gx→ X

f is a closed continuous bijection, hence a homomorphism. In
other words, the orbits (with the topology induced fromX) are
homogeneous spaces ofG.

(iv) Let G′ be a locally compact group, andh : G′ → G a continuous
homomorphism. ThenG′ also acts onX in a natural way if we set,
for s′ ∈ G′ andx ∈ X, s′x = h(s′)x. We have :G′ acts properly on5

X if and only if the mappingh is proper.

Proof. We have, forA, B ⊂ X,

G′(A|B) = h−1[G(A|B)];

hence ifh is proper,G′ acts properly onX. �

For the converse, we first note thatG′ also acts onG by means of
h; we may set, fors′ ∈ G′, s ∈ G, s′s = h(s′)s. And the mapping
mx : G→ X commutes with the actions ofG′ onG andX. Hence
if G′ acts properly onX, it acts properly onG(Remark 1, 1). Hence
by (iii) the mappings′ h(s′)eG = h(s′) is proper.

In particular, every closed subgroup ofG acts properly onX.

Example.LetG be a locally compact group, andK a compact subgroup.
Then the action ofG (by left multiplication) on the spaceG/K of left
cosets ofG moduloK is a proper action.

In fact, letq : G→ G/K be the natural mapping, and letq(s), q(t) ∈
G/K. If U and V are compact neighbourhoods ofs, t respectively in
G, q(U), q(V) are neighbourhoods ofq(s), q(t) respectively, and

G(q(U)|q(V)) =
{

s∈ G|(sVK)
⋂

(UK) , φ
}
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= (UK)(VK)−1,

which is compact.

Using (iv), we see that every closed subgroup ofG acts properly on
G/K.

3 A characterisation of proper transformation
groups

Theorem 1. Let G be a locally compact group of transformations of6

the Hausdorff space X. In order that G be proper, it is necessary and
sufficient that the mapping f: (s, x)  (sx, x) of G× X into X× X be
proper.

Proof. Sufficiency :Let x, y ∈ X be given. �

Case 1. If x < Gy, then(x, y) < f (G × X). Since f is proper, f(G × X)
is closed in X× X. Hence there exist neighbourhoods U of x and V of y
such that(U × V) ∩ f (G× X) =, i.e., G(U |V) =. Hence in this case, the
condition(P) is trivially satisfied.

Case 2.Let x∈ Gy. Then f−1((x, y)) = G(x|y)× y is compact, since f is
proper. Hence G(x|y) is compact; let W be a compact neighbourhood of
G(x|y). W × X is a neighbourhood of f−1(x, y); since f is proper, there
exists a neighbourhood U× V of (x, y) such that f−1(U × V) ⊂ W× X.
Then the projection of f−1(U × V) on G is contained in W. But this
projection is precisely G(U |V), and W is compact, hence(P) is verified
for (x, y).

Necessity.We first prove the

Lemma 1. Let G be a proper transformation group of the space X.
Then, for every x∈ X and every neighbourhood W of G(x) in G, there
exists a neighbourhood U of x such that G(U |U) ⊂W.
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Proof of the lemma .W may be assumed open. Let V be a neigh-
bourhood of x such that G(V|V) is relatively compact, and let A=
G(V|V) − W. ThenĀ ∩ G(x) = φ (note that G(x) ⊂ W). Hence, for
every t ∈ Ā, there exist neighbourhoods Wt of t and Vt of x such that
(Wt Vt)∩Vt = φ. SinceĀ is compact, we have a finite subset F ofĀ such7

that Ā ⊂ ⋃

t∈F
Wt. Let U = V ∩ ⋂

t∈F
Vt. Then clearly G(U |U) ⊂ G(V|V)

and G(U |U) ∩ A ⊂
{

⋂

t∈F
G(Vt|Vt)

}

∩ ⋃

t∈F
Wt = φ, hence G(U |U) ⊂W.

We now proceed with the proof of the theorem. Suppose thatG acts
properly onX. Then for any (x, y) ∈ X × X, f −1((x, y)) = G(x y) × y is
compact. Hence we need only prove thatf is closed.

Let F ⊂ G×X be closed. sincef (G×X) is the graph of the relation
defined byG, it is closed inX × X (§2, (ii)), so that ¯f (F) ⊂ f (G × X).
Let f (s, y) = (x, y) ∈ ¯f (F). We must show that (x, y) ∈ f (F), i.e.,
f −1((x, y)) ∩ F , φ. Suppose this is false. sincef −1(x, y) = sG(y) × y,
andG(y) is compact, we then have neighbourhoodsW of G(y) andV of
y such that (sW× V) ∩ F = φ (recall thatF is closed). Now, by Lemma
1, there exists a neighbourhoodU of y such thatG(U |U) ⊂ W; clearly
we may assumeU ⊂ V. We then have

f −1(sU× U) ⊂ G(sU|U) × U = sG(U U) × U ⊂ sW× V.

Hencef −1(sU×U)∩F = φ. It follows that (sU×U)∩ f (F) = φ, which
is a contradiction sincesU× U is a neighbourhood of (x, y).

4 Existence of invariant metrics

If G is acompactLie group operating differentiably on a paracompact
differentiable manifoldX, it is well-known that there exists a Rieman-
nian metric onX, invariant under the action ofG′. We shall show now
that similar results hold for proper transformation groupsof locally com-
pact spaces.

We begin with the8

Lemma 2. Let G be a locally compact group acting properly on a lo-
cally compact space X, and suppose that G\X is paracompact. Then
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there exists a closed set A in X, and an open neighbourhood B ofA such
that

(i) GA = X,

(ii) for every compact set K⊂ X,G(B|K) is relatively compact.

Proof. Let q : X→G \X be the natural mapping; in the proof we use the
following statement, valid for any open mapping of a locallycompact
space onto another; for any relatively compact open setW in G\X and
any compact setK ⊂ W, there exists a relatively compact open setU in
X and a compact setK1 ⊂ U such thatq(U) =W andq(K1) = K. �

SinceG\X is paracompact (and locally compact), we can cover it
by a locally finite family (W1)i∈I of relatively compact open sets. Let
(Vi)i∈I be a covering ogG\X such thatV̄i ⊂ Wi for every i ∈ I . We
now choose, for everyi ∈ I , a relatively compact open setUi in X and
a compact setAi ⊂ U1 such thatq(Ui) = Wi and q(Ai) = V̄i . Let
A = ∪Ai , B = ∪Ui . Now (Ui)i∈I is a locally finite family onX. HenceA
is a closed set inX, and clearlyGA= X. Now, letK be any compact set
in X. SinceG(Ui |K) = φ impliesWi ∩ q(K) , φ, and (Wi)i∈I is locally
finite, G(Ui |K) = φ for only finitely manyi ∈ I . Since eachG(Ui |K) is
relatively compact, it follows thatG(B|K) is relatively compact.

Remark . Suppose a groupG acts on a locally compact paracompact9

spaceX, such thatG\X is Hausdorff. ThenG\X is paracompact when-
ever the connected components ofX are open, orX is countable at in-
finitely, or G is connected.

Theorem 2. Let G be a Lie group acting properly and differentiably on
a paracompact differentiable manifold X. Then X admits a Riemannian
metric invariant under G.

Proof. SinceX is paracompact, there exists a Riemannian metricg on
X. Further, ifA andB are as in Lemma 2, there exists a differentiable
function f ≥ 0 onX, such thatf = 1 onA and f = 0 onX − B.

Let x ∈ X; let TX be the tangent space ofX at x, and sT
= sT

X :
Tx → Tsx the differential atx of the mappingy  sy. Then for any
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u, v ∈ TX, s f (sx)g(sTu, sTv) is a continuous function onG, whose
support is compact sincef (sx) , 0 implies s ∈ G(B|{x}). Let ds be a
right-invariant Haar measure onG. If we set

g′X(uI , v) =
∫

G

f (sx) g (sTu, sTv)ds,

It is easily verified thatx g′X is a Riemannian metric onX, invariant
under the action ofG. �

Theorem 3. Let G be a locally compact group acting properly on a
locally compact metrisable space X such thatG\X is paracompact. Then
X admits a G-invariant metric compatible with its topology.

Proof. Let d be a metric onX, and letB be as in Lemma 2; thusB is10

open,GB = X, and for any compact setK ⊂ X,G(B|K) is relatively
compact inG. Define

r(x) = d(x,X − B), x ∈ X.

Clearly, for anyx, y ∈ X, r(x)−r(y) ≤ d(x, y), and hence, for anyx, y, z, ∈
X,

r(x) + r(z) ≤ d(x, y) + {r(y) + r(z)}.

�

Thus, if we define

h(x, y) = inf {d(x, y), r(x) + r(y)}, x, y ∈ X,

it is clear thath is a pseudo-metric onX; note that ifx ∈ B, h(x, y) > 0
for y , x. Now the functions h(sx, sy) is continuous. Its support is
compact, sinceh(sx, sy) , 0 impliess ∈ G(B|{x, y}). Set

D(x, y) =
∫

G

h(sx, sy)ds,

with dsa right-invariant Haar measure onX. Then clearlyD is a con-
tinuousG-invariant distance function onX. We shall now verify that it
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defines the topology ofX. SinceGB = X, and sinceD as well as the
topology ofX is G-invariant, we have only to show that, for everyx ∈ B,
every neighbourhoodW of X contains aD-neighbourhood ofx.

We choose anr, 0 < r < r(x), such that

B = {z ∈ X|d(z, x) ≤ r} = {z∈ X|h(z, x) ≤ r}

is compact and contained inW. It is sufficient to find a compact neigh-11

bourhoodV of e in G such that, for anyy ∈ X, h(x, y) > r implies

h(sx, sy) >
r
2

for everys∈ V. For then

B ⊃ {z ∈ X|D(x, z) < R}, whereR=
r
2

∫

V

ds. In fact, if

z∈ X −B, h(z, x) > r, hence

D(x, z) =
∫

G

h(sx, sz)ds

≥
∫

V

h(sx, sz)ds≥ r
2

∫

V

ds.

We proceed to find such aV. Let U be a compact symmetric neigh-
bourhood ofe in G such that fors ∈ U, h(x, sx) ≤ r

2. Then, since the
continuous function

(s, y) h(sx, sy) − h(x, y)

Vanishes on the compact set{e} ×UB in G× X, we can find a compact
neighbourhoodV ⊂ U of esuch that|h(sx, sy) − h(x, y)| ≤ r

2 for (s, y) ∈
V ×UB. We claim that thisV suffices. In fact suppose for ans∈ V and
y ∈ X thath(sx, sy) ≤ r

2. Thenh(x, sy) ≤ h(x, sx) + h(sx, sy) ≤ r, so that
sy ∈ B, i.e.,y ∈ V−1B ⊂ UB. Hence|h(sx, sy) − h(x, y)| ≤ r

2, and so
h(x, y) ≤ r.

Remark 1. If G is a group of isometric transformations of a metric space
X, the condition (P1) and (P) of §1 are equivalent. In fact, letd be 12
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the metric onX, and suppose (P1) is satisfied. Letx, y ∈ X, and let
W = {z ∈ X|d(x, z) < r} be a neighbourhood ofx such thatG(W|W) is
relatively compact inG. Let

U = {z ∈ X|d(z, x) < r
3},V = {z ∈ X|d(z, y) < r

3}. ThenG(V|U) is
relatively compact. For lets, so ∈ (V|U). Then there existz, zo ∈ U such
that sz, sozo ∈ V, and we have

d(s−1s0z0, x) = d(s0z0, sx)

≤ d(s0z0, y) + d(y, sz) + d(sz, sx)

<
r
3
+

r
3
+

r
3
= r

so thats−1so ∈ G(W|W). ThusG(V|U) ⊂ so G(W|W).

Remark 2. Let G be a locally compact group of isometric transforma-
tions of a metric space. Assume thatG is countable at infinite. Then the
condition (P2) of §1 implies (P1), and hence (P) by Remark 1. In fact
let G =

⋃∞
1 Kn,Kn compact andKn ⊂ K0

n+1. Suppose that (P1) fails at

x ∈ X. Let Un = {z ∈ X|d(z, x) <
1
n
}, n = 1, 2, . . . since noG(Un|Un) is

relatively compact inG, we have, for everyn, agn < Kn and anxn ∈ Un

such thatgnxn ∈ Un. Then

d(gnx, x) ≤ d(gnx, gnxn) + d(gnxn, x)

≤ 1
n
+

1
n

so thatgnx converges tox. However, for everyn > 0, gn < Kn, and every
compact set inG is contained in someKn, so that (P2) fails.



Chapter 2

The aim of this chapter is the description of the action of a group of 13

transformations in the neighbourhood of an orbit. For proper actions, the
existence of “slices” reduces the general case to the case ofa neighbour-
hood of a fixed point. For proper and differentiable actions, a descrip-
tion can be given in terms of linear representations of compact groups
(Koszul [1], Mostow [1], Montgomery-Yang [1], Palais [1]) .

1 Slices

LetG be a topological group, andH a subgroup acting on a apaceY. We
can then construct in a natural manner a topological spaceX on which
G acts. In fact, we letH operate onG× Y (on the right) by setting

(s, y)t = (st, t−1y); s ∈ G, y ∈ Y, t ∈ H,

and takeX = (G× Y)/H. If q : G× Y→ X is the natural mapping, then
the left action ofG on X is defined bysq(r, y) = q(sr, y).

Note that in the above situation, if we setA = q(e × Y), we have
(i) G(A|A)A = A, (ii ) G(A|A) = H, (iii ) the mapping (s, a)  sa of
G × A into X is open. The property (iii ) follows trivially from the fact
that the mappingy q(e, y) of y ontoA is a homeomorphism.

Conversely, letG be a transformation group of a spaceX, andA a
subset ofX such thatG(A|A)A = A. Then it is clear thatH = G(A|A) is a
subgroup ofG. By the above considerations,G acts on (G×A)/G(A|A).
Let F : G × A → X be the mapF(s, a) = sa, andq : G × A → G ×

11
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A/G(A|A) the natural map. Then there is a mapf : G× A/G(A|A) → X
such thatF = f 0q. It is easy to verify that the mappingf is injective,
and commutes with the actions ofG on X and (G× A)/G(A|A).

Definition. Let G be a group of transformations of a space X. A slice is14

a subset A of X such that(i) G(A|A)A = A, (ii ) the mapping(s, a) sa
of G× A into X is open.

Condition (ii) means that the mappingf : (G × A)/G(A|A) → X de-
fined above is a homeomorphism onto theG-stable open setGA in X.

Definition. Let G be a transformation group of a space X. A slice A at
a point x∈ X is a slice such that(i)x ∈ A, (ii ) G(A|A) = G(x).

Note that a slice need not be a slice at any of its points.

Definition . Let G be a transformation group of a space X. A normal
slice is a slice A such that G(y) = G(A|A) for every y∈ A. A regular
point of X is a point at which a normal slice exists

A normal slice is characterised by the property that it is a slice at
each of its points. It is clear that ifA is a normal slice, the orbit of each
sεA is naturally homeomorphic toG/G(x) = G/G(A|A), and theG-stable
open setGA is naturally homeomorphic toA×G/G(A|A). Since, for every
sεG, sA is also a normal slice, it is clear that the set of regular points is
aG-stable open subset ofX.

Examples. 1) LetG be a topological group, andH a subgroup acting
on a spaceY, andq the natural mappingG×Y→ (G×Y)/H. Then
q(e× Y) is a slice for the natural action ofG onG× Y/H. In fact,
this motivated our definition of slices.

2) LetG act without fixed points on a spaceX. Then for anyx ∈ X,
any slice atx is a normal slice. IfX → G/X is a locally trivial
principal fibre space, normal slices inX are precisely the images15

of open sets inG\X by continuous sections.
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2 General Lemmas

Lemma 1. Let G be a topological group, and H a subgroup of G acting
continuously on a space Y. Let X= (G× Y)/H; we suppose that G acts
on X in the natural way. Let q: G × Y → X be the natural mapping.
Then we have;

(i) for any B⊂ Y,G(q(e× B)|q(e× B)) = H(B|B),

(ii) for any y∈ Y,G(q(e× y)) = H(y)

(iii) B ⊂ Y is a slice in Y if and only if q(e× B) is a slice in X.

(iv) B ⊂ Y is a normal slice if and only if q(e× B) is a normal slice.

(v) if y ∈ Y is regular, then q(e× y) is regular;

(vi) if G is locally compact and H is closed, and if H acts properly on
Y, then G acts properly on X.

Proof. It is easy to verify (i), and (ii) is a special case. Also, once(iii)
is proved, (iv) and (v) follows from (i) and (ii). We shall prove (iii) and
(vi). �

Proof of (iii). Let B ⊂ Y be a slice for the action ofH. We shall prove
that the natural mapping (G×B)/G(B|B)→ X, which is clearly one-one
and commutes with the action ofG, is actually an open mapping; since
B is a slice for (G× B)/G(B|B), it will follow that q(e× B) is a slice for
X.

To prove that the mapping (G×B)/G(B|B)→ X is open, it is plainly
sufficient to prove that for any neighbourhoodV of e in G, and any
neighbourhoodW in B of anyb ∈ B, the saturation byH of V ×W is a 16

neighbourhood ofe×b in G×Y. Now, if U is a symmetric neighbourhood
of e in G such thatU2 ⊂ V, it is clear that (V × W)H contains the
neighbourhoodUX{(H ∩U)W}.

The converse assertion in (iii) is easy to verify.

Proof of (vi). Suppose thatH acts properly onY. Let q(s, y), q(s′, y′) ∈
X. Let V,V′ be neighbourhoods ofy, y′ respectively inY such that
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H(V|V′) is relatively compact. For any compact neighbourhoodsU,U′

of s, s′ respectively inG, q(U × V), q(U′ × V′) are neighbourhoods of
q(s, y) q(s′, y′) in X. We assert thatG(q(U ×V) | q(U′×V′)) is relatively
compact inG. In fact, it is easily verified thatG(q(U×V) | q(U′×V′)) <
U′ H(V′ | V)U−1.

Lemma 2. Let the topological topological group G act on two spaces
X and Y, and let f: X → Y be a continuous mapping commuting with
the actions of G. Then for any slice B in Y, f −1(B) is a slice in X.

Proof. We may assume thatf −1(B) is non- empty. Sincef commutes
with the actions ofG, we have

G( f −1(B) | ( f −1(B)) = G(B | B),G(B | B) f −1(B) = f −1(B),

hence we need only prove that the mappingG × f −1(B) → X is open.
For this it is sufficient to prove that for anyx ∈ f −1(B), and for any
neighbourhoodsU of e in G andV of x in X,U(V ∩ f −1(B)) is a neigh-
bourhood ofx in X. To do this, we choose a neighbourhoodU′ of e in
G, and neighbourhoodV′ of x in X, such thatU′V′ ⊂ V. SinceB is
slice inY,U′B is a neighbourhood off (x). Since f commutes with the17

action ofG,U′ f −1(B) ⊃ f −1(U′B) and hence is neighbourhood ofx in
X. It is easily verified thatU(V ∩ f −1(B)) contains the neighbourhood
V′ ∩ (U′ f −1(B)). �

Remark. If B is a slice aty = f (x) ∈ X, f −1(B) need not be a slice atx.

3 Lie groups acting with compact isotropy groups

We now consider the case of aLie group Gacting on a spaceX such
that the isotropy groups are all compact. We wish to study the function
associating to anyx ∈ X the conjugacy class ofG(x).

We denote byC = C (G) the set of all conjugacy classes of compact
subgroups ofG. For T,T′ ∈ C , we write T < T′ if there existH ∈
T,H′ ∈ T′ such thatH ⊂ H′. Since a compact Lie group cannot have
proper Lie subgroups isomorphic to it, we see thatT < T′ < T implies
T = T′. For anyx ∈ X, we denote byτ(x) the conjugacy class ofG(x).
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Since, for anyx ∈ X and s ∈ G, G(sx) = sG(x)s−1, τ can in fact be
regarded as a mapping ofG/X into C (G).

Lemma 3. Let G be a Lie group acting on a topological space X such
that all the isotropy groups are compact. Let x∈ X, and suppose there
exists a slice at x. Then,(1) there exists a neighbourhood V of x such
thatτ(y) < τ(x) for every y∈ V; (2)x is regular if and only ifτ is constant
in a neighbourhood of x.

Proof. Let A be a slice (resp. normal slice) atx. Then for anyy ∈ A,
G(y) ⊂ G(A | A) = G(x)(resp.G(y) = G(x)). Hence it is clear that
τ(y) < τ(x)(resp.τ(y) = τ(x)) for all y belonging to the neighbourhood18

GAof x. �

Now suppose thatτ is constant in an open neighbourhoodV of x.
If A is any slice atx, we have, for anyy ∈ V ∩ A, G(y) ⊂ G(x) and
τ(y) = τ(x), which impliesG(y) = G(x). ThusV ∩ A is a normal slice at
x, hencex is regular.

Remark . We have also proved that ifx ∈ X is regular, there exists a
neighbourhoodV of xsuch thatevery slice at xcontained inV is normal.

4 Proper differentiable action

In this article, we study the case of a Lie GroupG acting differentiably
and properly on a paracompact differentiable manifoldX of dimension
n. Note that, in this case the orbitsGx are closed submanifolds ofX,
naturally diffeomorphic with theG/G(x).

Lemma 4. Let G be a Lie group acting properly and differentiably on
a paracompact differentiable manifold of dimension n. Then for any
x ∈ X, there exist a representation of G(x) in a finite-dimensional real
vector space N, and a differentiable mapping f of a G(x) -stable neigh-
bourhood B of0 ∈ N in to X such that

(i) f (0) = x

(ii) f commutes with the actions of G(x).
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(iii) dim N + dimGx= dim X

(iv) G f(B) is open in X, and the mapping h: (s, b) { s f(b) of G× B
into X passes down to a diffeomorphismψ of (G × B)/G(x) onto
G f(B).

Proof. By Theorem 2, Chapter 1, we can choose aG-invariant Rieman-19

nian metric onX. Let T(x) be the tangent bundle ofX, and letΩ be an
open neighbourhood of the zero section ofT(x) on which the exponen-
tial mapping exp :Ω → X is defined (Nomizu [1]). SinceG acts iso-
metrically onX, we may assume thatΩ is stable for the induced action
of G on T(X); we denote this action by (s, u) { sTu, s ∈ G, u ∈ T(X).
We have the relations

sexpu = exp(sTu); s≤ G, u ∈ T(X)

and
d(x, expu) ≤ u; x ∈ X, u ∈ Tx(X),

whered is the distance onX induced by the Riemannian metric, and||u||
is the length ofu. �

Now let x ∈ X, and letTx(Gx) denote the subspace ofTx(X) tan-
gential toGx. G(X) leavesTx(X) invariant, and clearlyTx(Gx) is stable
under this action. SinceG acts isometrically onX, the orthogonal com-
plementN of Tx(Gx) in Tx(X) is also stable underGx:

N = {u ∈ Tx(X) |< u, v > = 0 for all v ∈ Tx(Gx)}.

Clearly thisN has property (iii ). Now for any r > 0, let Br = {u ∈
N
∣

∣

∣||u|| < r}. ThenBr is G(x)-stable, and is contained inΩ if r is small.
We set f = exp

∣

∣

∣Br . Clearly f has the properties (i) and (ii ) of the
lemma. We shall now show that ifr is small enough, (iv) is also valid
with B = Br .

We have as usual the commutative diagram20

G× Br

q
''OOOOOOOOOOO

h // X

(G × Br)/G(x)
ψ

99rrrrrrrrrrr



4. Proper differentiable action 17

Here, (G×Br , q, (G×Br)/G(x)) is a (locally trivial) differentiable principal
bundle, so thatψ is differentiable. Sinceh is obviously of maximal rank
at (e, 0),ψ is of maximal rank atq(e, 0). Since dim(G×Br)/G(x) = dim X,
it follows that t ψ is a diffeomorphism in a neighbourhood ofq(e, 0).
Hence ifW is a suitable neighbourhood ofG(x) in G, and r is small
enough, we have thatψ is a diffeomorphism ofq(W × Br) onto an open
set inX and, if U = {z ∈ X

∣

∣

∣d(z, x) < 2r}, G(U | U) ⊂ W (Lemma 1,
Chapter 1). We setBr = B, and assert thatψ is a diffeomorphism of
(G× B)/G(x) onto an open subset ofX. First, sinceψ commutes with the
actions ofG, andG(q(W×B)) = q(G×B), it is clear thatψ is everywhere
of maximal rank. We shall now show that it is injective. Equivalently
we shall show that fors, s′ ∈ G andu, u′ ∈ B, h(s, u) = h(s′, u′) implies
q(s, u) = q(s′, u′). In fact, leth(s, u) = h(s′, u′), i.e., s expu = s′ expu′,
or s−1s′ expu′ = expu.

Then

d(x, s−1s′x) ≤ d(x, expu) + d(s−1s′x, expu)

< 2r,

sinced(s−1s′x, expu) = d(s−1s′x, θ−1s′ expu′) = d(x, expu′).
Hences−1s′ ∈W. Sinceψ is one - one onq(W×B), it follows easily 21

thatq(s, u) = q(s′, u′).
In what follows, the hypothesis and notation of Lemma 4 are re-

tained.

Theorem 1. For every x∈ X, there exists a slice at x.

Proof. With the notation of Lemma 4,f (B) is a slice atx. In fact ψ :
(G × B)/G(x) → G f(B) is a diffeomorphism of (G × B)/G(x) onto the
G- stable open setG f(B) in X, commuting with the action ofG. Since
q(e× B) is a slice in (G × B)/G(x), it follows thath(e× B) = f (B) is a
slice inX. �

Theorem 2. A point x∈ X is regular if and only the action of G(x) in
Tx(X)/Tx(Gx) is trivial.

Proof. If we choose aG-invariant Riemann metric onX, and use the
notation of Lemma 4, we have to prove thatx is regular if and only if
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the action ofG(x) on N is trivial. Now we know, by (v) of Lemma 1,
and the remark after Lemma 3, thatX is a regular point ofX if and only
if, for sufficiently smallρ, Bρ = {u ∈ B

∣

∣

∣||u|| < ρ} is a normal slice for the
action ofG(X) in N, i.e. if and only if G(x) acts trivially onN. �

Theorem 3. The set of regular points is dense in X.

Proof. We proceed by induction on dimX. If dim X = 0, every point of
X is regular. Now let dimX = n > 0, and assume the theorem proved
for all manifolds of dimension< n. Take anyx ∈ X. Since the theorem
is of a local nature, we may assume, with the notation of Lemma4, that22

X = (G× B)/G(x). Then, by (v) of Lemma 1, it is sufficient to prove that
the set of regular points inB for the action ofH = G(x) on B is dense at
0 ∈ B. �

For anyρ, 0 < ρ < r(= radius of B), let Sρ be the sphere{v ∈
B
∣

∣

∣||V|| = ρ}. ClearlySρ is H-stable. It is clear from Theorem 2 that a
V ∈ Sρ is regular for the action ofH on B if and only if it is regular for
the action ofH on Sρ. Since dimSρ < dim B ≤ dim X, it follows by the
induction hypothesis that the set ofH- regular points ofB is dense in
Sρ. Since this is true for allρ > 0, our assertion follows. (We also note
that if av ∈ N is regular for the action ofH, so isλv, for everyλ > 0.)

Theorem 4. Let G be a Lie group acting properly and differentiably on a
paracompact differentiable manifold of dimension n. Letτ : X→ C (G)
be the function assigning to any x in X the conjugacy class of G(x) in G,
and letR be the set of regular points of X. Then,

(i) every x∈ X has a neighbourhood V such thatτ(V) is a finite set;

(ii) if G\X is connected,G\R is connected;

(iii) if G\X is connected,τ is constant onR;

(iv) if G\X is connected, a point x∈ X is regular if and only ifτ(x) is
minimal (i.e.τ(x) < τ(y) for every y∈ X.
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Proof of (i). We use induction on dimX; if dim X = 0, the statement is
trivial. Let dimX > 0, and assume that (i) is proved for all manifolds of23

dimension< n. On account of the local nature of (i), we may assume,
with the notation of Lemma 4, thatX = (G × B)/G(x). We assert now
that τ(X) is a finite set. In fact let 0< ρ < r (= radius ofB), and let
S = {u ∈ B

∣

∣

∣||u|| = ρ}. S is stable for the action ofG(x) on B, and
dimS < dim X. By the induction hypothesis and the compactness of
S, we conclude thatτ(S) is a finite set. However, sinceG(x) operates
linearly onN, we have, for anyu ∈ N and anyλ ∈ R− {0}, τ(u) = τ(λu).
Henceτ(B) = {τ(0)}

⋃

τ(S). Thusτ(B) is finite. By (ii ) of Lemma 1,
τ(q(e× B)) = τ(B). Finally, sinceGq(e× B) = X, τ(X) = τ(q(e× B)),
henceτ(X) is finite as asserted.

Proof of (ii). Again, we use induction on dimX; if dim = 0, R =
X, and (ii) holds trivially. Let dimX > 0, and assume (ii) proved for
manifolds of dimension< n. We shall prove that every point ofG\X has
a neighbourhoodV such thatV ∩G \R is connected. SinceG\R is dense
in G\X, it follows easily that ifG\X is connectedG\R is also connected.
Again, we may assume, with the notation of Lemma 4, thatX = (G ×
B)\G(x); and we shall prove thatG\R is connected.

Let R′ be the set of regular points ofB for the action ofH = G(x).
We assert thatH\R′ is connected. If dimB = 1, or if x is a regular point,
this is trivially verified. Thus let dimB > 1, andx be not regular. Let
r be the radius ofB, and letS = {u ∈ B

∣

∣

∣||u|| = r/2}. S is H- stable and
connected. Hence, by induction,H\R” is connected, whereR” is the set
of regular points ofS. SinceR′ = ⋃

0<λ<2
λR′′, it follows easily thatH\R′ 24

is connected.
Now, q(e × R′) is a dense set of regular points in the sliceq(e ×

B),hence its inG\X is dense inG\R. On the other hand, sinceq(e×R)′ is
contained in the sliceq(e×B)′ at x, it is easy to verify that the mapping
R′ →G \X obtained by composing the mappingsR′ → q(e× R′) and
q(e× R′G\

X, passes down to a mappingH\R′ →G \X. SinceG\R′ is con-
nected,G\R thus contains a dense connected subset, hence is connected.

Proof of (iii). Use (ii), and (ii) of Lemma 3.

Proof of (iv). Let G\X be connected, and lety ∈ X. By (i) of Lemma
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3, there exists a neighbourhoodV of y such thatτ(z) < τ(y) for every
z ∈ V. Now R is dense inX, andτ, is constant onR, hence we have
τ(x) < τ(y) for everyx ∈ R. The converse assertion (even without any
assumption onG\X) follows from Lemma 3, since we know that there
exists a slice at everyx ∈ X.

Remark 1. We see from (iv) of Theorem 4 that for the proper differ-
entiable action of a Lie group on a connected paracompact manifold,
the orbits of regular points are of maximal dimension. The converse is
not true, even if the Lie group is connected. For instance, consider the
groupG = SO (3,R) of rotations of the two - sphere, acting on it self by
inner automorphisms. Then the regular points are the rotations of angle
, 0 or π; the isotropy group at such point is the one parameter group
through that point, consisting of rotations about the same axis, and the25

orbit is a two sphere. For rotation of angleπ the isotropy group hastwo
connected components (the identity component being the oneparameter
group through that point), and the orbit is a projective plane.

Remark 2. Let G be aconnectedLie group. For any compact sub-
group H of G, let [ H ] denote its conjugacy class. Now suppose
we are given two conjugacy classesT1,T2 ∈ C (G). Then in the set
{[H1 ∩ H2],H1 ∈ T1,H2 ∈ T2}, there exists a ( unique ) minimal class
for the relation<. In factG acts in the obvious manner on the connected
spaceG\H1×G\H2,H1 ∈ T1,H2 ∈ T2, and the class we are looking for is
the conjugacy class of the isotropy groups at regular points. Thus, given
T1,T2 ∈ C (G) we are able to associate with them an elementT1 ◦ T2 of
C (G) characterised by the minimality property.

5 The discrete case

Let G be a discrete group, acting properly on a Hausdorff spaceX. Then
there exists a slice at every point ofX. In fact for anyx ∈ X, there exists
an open neighbourhoodU of x such thatG(U | U) = G(x) (Lemma 1,
Chapter 1). SinceG(x) is finite,V =

⋂

g∈G(x)
gU is an open neighbourhood

of x; clearlyG(V|V) = G(x) andV is G(x)- stable. SinceV is an open
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neighbourhood ofx, it follows that it is a slice atx.

Remark . In the classical constructions of fundamental domains for a
groupG acting isometrically on a metric spaceX, one defines, for any
x ∈ X, the set

A = {z∈ X | d(z, x) < d(z, sx) for everys∈ G−G(x)}.

A has the properties. 26

(i) G(A | A) = G(x),

(ii) G(x)A = A.

In fact let t ∈ G(A|A), and letz ∈ A be such thattz ∈ A. If t < G(x),
we have

d(tz, tx) > d(tz, x) = d(z, t−1x) > d(z, x),

which is impossible sincet is an isometry. Thus (i) is proved, and (ii)
is easily verified. ButA is in general not a slice. However, a slightly
different construction produces a slice atx.

Let A be defined as above. SinceG is discrete and acts properly,Gx
is discrete, henceλ = inf

s∈G−G(x)
d(sx, x) > 0. SetV = {z ∈ X | d(z, x) <

λ/2}. ClearlyV is stable underG(x). On the other handV ⊂ A, hence
G(V | V) <⊂ G(A|A) = G(x). SinceV is open, it follows thatV is a slice
at x.

Our construction of a slice in the differentiable case (Lemma 4) is
somewhat similar to the construction given above, namely, the sliceq(e×
B) in Theorem 1 is the intersection of a neighbourhood ofx with {y ∈
X | d(y, sx) > d(y, x) for everys∈ G−G(x)}.

6

Let G now be acompact lie group, action continuously on acompletely
regular topological space. The following lemmas reduce the problemof
constructing a slice at a point ofX to that of the differentiable case. 27
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Lemma 5. Let G be a compact Lie group. For any closed subgroup H of
G, there exists a representation of G in a finite dimensional real vector
space E, and a u∈ E, such that G(u) = H.

Proof. We consider the left regular representation ofG in L2(G). We
know then, by the Peter-Weyl theorem, thatL2(G) =

∑

i∈I
Ei , where theEi

are finite dimensional, G-invariant, and pairwise orthogonal. �

Let q : G→ G/H be the natural mapping, and letf be a continuous
function onG/H such thatf (z) = 0 if and only if z = q(H). Let g =
f o q, and consider the decompositiong =

∑

gi , gi ∈ Ei , of g in L2(G).
Sinceg(y) = 0 if and only of y ∈ H, it is clear thatH = G(g), the
isotropy group ofG at g. On the other hand we haveG(g) =

⋂

i∈I
G(gi).

Since theG(gi) are compact Lie groups, we can find a finite subsetJ of
I such thatH =

⋂

i∈I
G(gi). For theE andu of the lemma, we can take

E =
∑

i∈J
Ei , u =

∑

i∈J
gi .

Lemma 6. Let G be a compact Lie group acting on a completely reg-
ular space X. Then for any xo ∈ X, there exists a finite dimensional
representation of G in a real vector-space E, and a mapping f: X→ E
commuting with the action of G, such that G( f (xo)) = G(xo).

Proof. By Lemma 5, we have a finite dimensional representation ofG
in a real vector spaceE, and au ∈ E, such thatG(u) = G(xo). Hence
the continuous mappings suof G into E passes down to a mapping
of G/G(xo) into E. SinceG is compact,G/G(xo) is canonically homeo-
morphic toGxo and hence we get a continuous mappingf : Gxo → E
with the property f (sxo) = su = s f(xo). SinceX is completely reg-28

ular, andGxo is compact,f cab be extended to a continuous mapping
f ∗ : X → E. The requiredf is now given by f (x) =

∫

G

s f∗(s−1x)ds,

whereds, is the Haar measure onG with
∫

G

ds= 1. �

Theorem 5 (Mostow [1]). Let G be a compact Lie group operating on
a completely regular space X. Then there exists a slice at every x ∈ X.
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Proof. Let f : X → E be as in Lemma 6; thusf commutes withG,
andG( f (x)) = G(x). By theorem 1, there exists a sliceB at f (x). Then
by Lemma 2,f −1(B) is a slice. SinceG( f −1(B)

∣

∣

∣ f −1(B)) = G( f (x)) =
G(x), f −1(B) is a slice atx. �

Remark 1. Because of theorem 5, the considerations of§3 are valid in
the case of a compact Lie group acting on a completely regularspace.

Remark 2. By similar methods, Palais [1] has proved Theorem 5 for
arbitrary Lie groups acting properly on completely regularspaces.





Chapter 3

This chapter is devoted to the following problem: given a discrete 29

group G acting properly on a topological space, determine a presen-
tation ofG (by generators and relations) and if possible a finite one. The
treatment given here is due to Behr [1], [2]. The classical presentation
of groups generated by reflections (Coxeter [1]) is discussed in section
§3 by a similar method.

1 Finite presentations for discrete proper groups
of transformations

LetG be a group operating on a connected topological spaceX. Assume
that eachs∈ G acts continuously onX. Let A ⊂ X be such that

1) GA= X

2) G(A|A)A is a neighbourhood ofA.

Proposition. S = G(A|A) generates G.

Proof. Let G′ be the subgroup ofG generated byS. We first assert that
G′A = X. In fact, it is clear thatG′A is open inX. G′A is also closed in
X. For, letx = sa∈ X, s ∈ G, a ∈ A. ThenV = sS Ais a neighbourhood
of x. If V ∩G′A , 6 φ, we haves ∈ G(G′A|S A) ⊂ G′G(A|A)S ⊂ G′, so
that x ∈ G′A. SinceX is connected, we haveG′A = X, Now, leta ∈ A.
For anys ∈ G, we haves′ ∈ G′, a′ ∈ A such thatsa = s′a′. Hence
s−1s′ ∈ S ⊂ G′. Hences∈ G′. �

25
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Remark . If G is a locally compact group operating on a spaceX, and
A ⊂ X has properties 1) and 2) above, and if furtherG(A|A) = S
is relatively compact inG, then G acts properlyon X. In fact, for30

x = sa, x′ = s′a′(s, s′ ∈ G, a, a′ ∈ A),U = sS Aand U′ = s′S A
are respectively neighbourhoods ofx and x′, and we see easily that
G(U |U′) = sS3s′−1.

In particular, if S is finite, we are in the case of a discrete group
acting property.

Lemma. Let G be a discrete group acting continuously on a connected
topological space X. Let A be a closed subset of X such that

(1) GA= X,

(2) for each x∈ A, there exists a finite subset Sx of G(A|A) such that
SxA is a neighbourhood of x,

(3) A is connected,

(4) any connected covering of X which admits a section over A is trivial.

Let L(S) be the free group generated by S= G(A|A); for each s∈ G,
let sL be the generator of L(S) corresponding to s. Then G is isomorphic
to the quotient group L(S)/K , where K is the normal sub group to L(S)
generated by the elements sLs′Ls′′L with s, s′, s′′ ∈ S and ss′s′′ = e.

Proof. Let us setG = L(S)/K . For s ∈ S, let s ∈ G denotesL mod K,
and letS = {s|s∈ S}. Then we have:

(i) e ∈ S

(ii) S = (S)−1; in fact, for s∈ S, (s)−1
= (s−1);

(iii) if s, s′inS are such thatss′ ∈ S, thenss′ ∈ S; in fact ss′ = ss′.

�
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It is clear that e∈ S. Also, sinceS−1
= S (iii) implies (ii). To prove31

(iii) note that ss′(ss′)−1
= e, sincesLs′L((ss′)−1

L ) ∈ K.
We put the discrete topology on Gand consider the product space

G× A. Let ϕ : G→ G be the homomorphism induced by the mapping
sL  s; clearly, ϕ is surjective. We define a relationR on G× A by
setting (t, a)R(t′, a′) if ϕ(t)a = ϕ(t′)a′ and t−1t′ ∈ S. From (i), (ii )and
(iii ) above, it follows thatR is an equivalence relation on G×A. LetY be
the quotient space (G×A)/R, andq : G×A→ Y be the natural mapping.
The mapping (t, a) ϕ(t) a of G×A into X induces a mappingf : Y→
X. We make Gact onY by settingrq(t, a) = q(rt , a); r, t ∈ G, a ∈ A.G
also acts onX throughϕ, and it is clear thatf commutes with the action
of G.

We now wish to prove thatf : Y → X is a connected covering,
with H = kerϕ as the group of covering transformations. We do this in
several steps.

(i) f is surjective. In fact, f (Y) = ϕ(G)A = GA= X.

(ii) f is locally injective. We remark first thatf is injective onq(S×A).
In fact, let s, s′ ∈ S and f q(s, a) = f q(s’, a′). Then sa = s′a′,
hences−1s′ ∈ S, implying s−1s′ ∈ S. This means thatq(s, a) =
q(s’, a′). We shall prove now thatq(S× A) is a neighbourhood of
q(e× A). It will follow that f is locally injective.

Let B= interior ofS A; and fors ∈ S, let Bs = A∩ (s−1B). Clearly,
B =

⋃

s∈S
sBs. Let L =

⋃

s∈S
(s× Bs). Clearly,q(S× A) ⊃ q(L) ⊃ q(e×

A). We now assert thatq(L) is open inY, i.e., thatL′ = q−1(q((L) 32

is open G× A. In fact let (t, a) ∈ L′.

Then, for someb ∈ Bs, ϕ(t)a = sb and t−1s ∈ S. Let S′ =
{s′inS|sb∈ s′A}, andW =

⋃

s′∈S′
s′Bs′. ThenW ⊃ B∩ ⋃

s′∈S′∩Ssb

s′A,

henceW is a neighbourhood of sb inX. Thenϕ(t−1)W is a neigh-
bourhood of a inX, and it is easily seen that the neighbourhood
{t} × {A∩ ϕ(t−1)W} of (t, a) is contained inL′.

(iii) For every x∈ X, there are local sections for f at x.
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It is sufficient to give a section onS A. To eachh ∈ H = kerϕ, we
associate the sectionσh : S A→ Y defined bysa  q(hs, a).σh

is well-defined: ifsa = s′a′ s, s′ in (S; a, a′ ∈ A), s−1s′ ∈ S, so
that q(hs, a) = q(hs′a′). Clearly,f oσh = identity, and for every
s ∈ S, σh|sA is continuous. Since (2) holds, it follows thatσh is a
section off .

(iv) f −1(S A) =
⋃

h∈H
σh(S A). In fact, let f (q(t, a)) ∈ S A.

Thenϕ(t)a = sa′ with s ∈ S anda′ ∈ A. Henceϕ(t−1)s ∈ S, i.e
t−1hs ∈ Sfor suitableh ∈ H. Then clearlyσh(s, a′) = q(t, a).

(v) If h , h′σh(S A) ∩ σ′h(S A) = φ. Suppose, forh, h′ ∈ H, that
σh(s, a) = σh′(s′, a′)(s, s′ ∈ S and a, a′ ∈ A); i.e., q(hs, a) =
q(h′s′, a′). We have then s−1h−1h′s′ = s′′, with s′′ ∈ S.

Henceh−1h′ = ss′′s′−1. Sinceϕ(h−1h′) = e = ss′′s′−1 in G, it
follows thath−1h′ = e in G.

(vi) Y is connected. In fact, since Gq(e×A) = Y, we have only to verify33

that connected componentYo of Y which containsq(e× A) is G-
stable. But this is clear, since, for anys∈ S, q(e×A)∩sq(e×A) , φ,
and Sgenerates G

Thus (Y, f ) is a connected covering ofX, with H = kernelϕ as the
group of covering transformations. Since (4) holds it follows thatH =
(e), and this proves the lemma.

Theorem 1. Let G be a discrete group, acting continuously on a con-
nected topological space X. Suppose that there exists a connected subset
A of X such that

(1) GA= X,

(2) G(A|A) is finite ,

(3) G(A|A)A is a neighbourhood of A.

Suppose further that there exists a compact subset C of X suchthat
any connected covering of X which admits a section over C is trivial.
Then G is finitely presentable.
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Proof. We first remark thatA may be assumed to be closed. In fact we
shall verify the conditions (2) to (3) for̄A. Now, we note that̄A ⊂ S2A;
for, if x = sa∈ Ā(s ∈ G, a ∈ A). the neighbourhood sSA of a meetsA,
hences ∈ S2. HenceG(Ā|Ā) ∩ S5, and so is finite. Also,S3Ais clearly
a neighbourhood ofS2A ⊃ Ā, henceG(Ā|Ā)A is a neighbourhood of
Ā. �

Let now S = G(A|A). For every n,SnA satisfies conditions (1),
(2), (3) of the lemma. Ifn is large enough,SnA ⊃ C, and therefore
satisfies condition (4). Hence there exists a finite presentation of G with 34

G(SnA|SnA) ⊂ S2n+1 as set of generators.

Remark 1. For a locally simply connected spaceX,the existence of a
compact setC satisfying the condition of the theorem means that

∏

1(X)
is finitely generated.

Remark 2. Suppose that, in Theorem 1, we drop the assumption thatA
is connected. We can still assert thatG is finitely presentable, ifX is
locally connected. We may assume thatA satisfies conditions (1), (2)
and (4) of the lemma. The spaceY constructed above need not now be
connected, so that we will have to enlargeK suitably.

We retain the notation of the proof of Theorem 1. LetB = interior
of S A, and letBo be a connected component ofB. We first prove that

X = ∪G(Bo|B1)G(B1|B2) . . .G(Bn−1|Bn)Bn, (*)

where the union is over all finite sequencesB1, . . . , Bn connected com-
ponents ofB. In fact, sinceX is locally connected, the connected com-
ponents ofB are open, hence the right sideX′ of (∗) is open inX.

Now let x be any point ofX. SinceGB = X, we havex ∈ tB′,
for t ∈ G and some connected componentB′ of B. Now suppose the
neighbourhoodtB′ of x meetsX′, say

tB′ ∩ {G(Bo|B1) · · ·G(Bn−1|Bn)Bn} , φ.
Then t ∈ G(Bo|B1) · · ·G(Bn−1|Bn)G(Bn|B′),

hence x ∈ G(Bo|B1) · · ·G(Bn−1|Bn)G(Bn|B′)B′ ⊂ X′.
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HenceX′ is also closed inX. HenceX′ = X. 35

We also have:
(**) For any B1, B2 ⊂ B and anyt ∈ G(B1|B2), there exists a t∈ G
such that tσe(B2) ∩ σe(B1) , φ

This is clear sinceϕ is surjective, and Gis transitive on the fibres of
f .

Now let s ∈ S. By(∗), there exist connected componentsB1, . . . , Bn

of B such thatsB◦ ∩ {G(B◦B1) . . .G(Bn−1Bn)Bn} , φ. We thus haveti ∈
G(Bi−1Bi), i = 1, . . . , n, such thatt−1

n+1 = s−1t1 · · · tn ∈ G(BoBn). For each
ti , i = 1, . . . , n+ 1, we choose ti ∈ G as in (∗∗), and consider the normal
subgroupK′, of G generated by all the s−1t1 · · · tn+1, s ∈ S. Obviously,
K′ ⊂ H. Hence f : Y → X induces a mappingf ′ : Y′ = K′/Y → X
such that the diagram

Y

f

��

g

  @
@@

@@
@@

@

Y′

f ′
~~~~

~~
~~

~

X

is commutative; hereg : Y→ Y′ is the natural mapping. Clearly (Y′, f ′)
is a covering ofX and G′ = G/K operates onY′, transitively on the
fibres of f ′. We now assert thatY′ is connected. In fact letY′o (resp.Yo)
denote the connected component ofY′ (resp.Y) which containsgσe(Bo)
(resp.σe(Bo)). Since f ′(Y′o) = X, we need only prove thatY′o is stable
under G′. For this again it is sufficient to check that for any s∈ S, we
have a t∈ K′ such that s−1σe(Bo) ∩ tYo , φ. In fact, we can choose
t = s−1t1 · · · tn+1 ∈ K′.

SinceA satisfies condition (4), it follows thatH/K′ , the group of36

covering transformations of (Y′, f ), is trivial. HenceG ≈ G/′K is finitely
presentable .

Remark 3. Let G be a discrete group, acting properly on a locally com-
pact connected spaceX suchG/X is compact. If

∏

1(X) is finitely gen-
erated, thenG is finitely presentable.
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In fact, we can find a compact subsetA of X containing a set of
loops which generate

∏

1(X), such thatGA= X, and thisA satisfies the
conditions of Theorem 1.

In particular, since connected Lie groups have finitely generated fun-
damental groups, we see that, in a connected Lie group, any discrete
subgroup with compact quotient is finitely presentable.

2 Finite presentations for groups of automorphisms
of graphs

For the next result, we need some elementary notions about graphs.
A graph is a setX in which there is associated to eachx ∈ X a

subset
∑

(x) of X such that (i) for everyx ∈ X, x ∈ ∑

(x), and (ii) for any
x, y ∈ X, x ∈

∑

(y) impliesy ∈
∑

(x). A graphX is finite at x∈ X if
∑

(x)
is finite.

A path in a graphX is a sequence (ao, a1, . . . , an) of elements ofX
such thatai+1 ∈

∑

(ai), 0 ≤ i ≤ n−1;ao andan are respectively theinitial
andend pointsof the path, and ifao = an, the path is called aloop at ao.
A graph is said to beconnectedif any two of its points can be joined by
a path.

Consider the operations which respectively associate to any path 37

(ao, . . . , an) in the graph the path (ao, , . . . , ai , ai+1, . . .an) and the path
(ao, , . . . , ai , b, ai , . . . , an) with b ∈

∑

(ai). Two paths in a graph areho-
motopicif we can obtain one from the other by means of a finite number
of the above operations and their inverses. The product of paths is de-
fined in the usual way.

A loop (ao, . . . , an = ao) is said to be oflength≤ m if ai = am−i

for 0 ≤ i ≤ n−m
2

. A graphX is of breadth≤ m if every loop inX is

homotopic to a product of loops of length≤ m.
Let X andY be graphs. Ahomomorphism f: X → Y is a mapping

such that for everyx ∈ X, f (
∑

(x)) ⊂
∑

( f (x)).
Let Y be a connected graph. A homomorphismf : X → Y is a

coveringif, for every y ∈ Y andy′ ∈ ∑

(y), and everyx ∈ f −1(y), there
exists a uniquex′ ∈ ∑

(x) such thatf (x′) = y′. If f is a covering, it is



32 3.

easily seen that any path inY can be lifted to a path inX with any given
initial point.

If X is connected, andf : X → Y is a covering such that every lift
of any loop inY is a loop inX, then f is bijective. In fact, it is sufficient
to assume that for a pointyo ∈ Y and anxo ∈ f −1(yo), the lift throughxo

of any loop atyo in Y of length≤ breadthY is a loop.

Theorem 2. Let X be a connected graph of finite breadth, finite at each
point. Let G be a transitive group of automorphisms of X. If the isotropy
group is finitely presentable, then G is finitely presentable.38

Proof. Let xo ∈ X. For eachx ∈ ∑

(xo),choose ansx ∈ G such that
sxxo = x, and letS = {sx|x ∈

∑

(xo)}. SinceX is finite atxo,S is a finite
set. �

Let L(S) be the free group on the set, and letH = G(xo). Let
L(S)XH be the free product ofL(S) andH. We have a homomorphism

ψ : L(S)♯H → G

induced by the obvious maps ofL(S) and H into G. SinceX is con-
nected, we haveψ(L(S))xo = X, and henceG = ψ(L(S))H. In particular,
ψ is surjective.

Let T be a finite set of generators ofH. Let s ∈ S, t ∈ T. We have
tsxo ∈

∑

(xo). Hence there exists a uniques′ ∈ S such that tsxo = s′xo.
Clearly s′−1ts ∈ H. Denoting bysL the element ofL(S) corresponding
to s ∈ S, we consider the normal subgroupK of L(S)♯H generated by
the (finitely many)elements of the following type

(i) (s′L)−1t(sL).(s′−1ts)−1; s∈ S, t ∈ T

(ii) ( s1)L(s2)L · · · (sn)L(s1s2 · · · sn)−1; s1, . . . sn ∈ S, s1s2 · · · sn ∈ H, n ≤
breadth ofX.

ClearlyK ⊂ kerψ, henceψ induces a homomorphism

ϕ : G = (L(S)♯H)/K → G.

We shall prove now thatϕ is an isomorphism. SinceL(S)♯H is39
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finitely presentable, this will prove thatG is finitely presentable.
Let H be the image ofH in G. Since, for anys ∈ S and t ∈ T,K

contains an element of the type (s′L)−1t(sL)h with h ∈ H, we see that
SH = HS where Sis the image of the set{sL|s ∈ S} in G. Let Y = G/H,
andq : G→ H the natural mapping. The mapping t ϕ(t)xo of G onto
X induces a mappingf : Y→ X, and we have commutative diagram

G

q

��

ϕ
// G

��
Y

f
// X

whereG→ X is the mappings sxo.G acts onY(by left multipli-
cation), and we have for any t∈ G andy ∈ Y, f (ty) = ϕ(t) f (y).

We define the structure of a graph onY as follows. Setyo = q(e), and
for anyy = tyo ∈ Y, set

∑

(y) = tSyo. We check first that
∑

(y) is well-
defined. In fact, lety = t′yo. Then t′ = th, with y ∈ H. Hence for any
s ∈ S, t′syo = thsyo = ts′hyo = ts′yo, since HS = SH. The verification
that y1 ∈

∑

(y2) implies y2 ∈
∑

(y1) is similar. SinceS generates G
modulo H(i.e.G= ∪SnH), it is easily seen thatY is a connectedgraph.
Moreover, f is a homomorphism of graphs.

We assert now thatf is a covering. To prove this it is enough to
lift paths starting atxo. Let y ∈ f −1(xo). If y = tyo, we haveϕ(t)xo = 40

ϕ(t) f (yo) = f (tyo) = xo, henceϕ(t) ∈ H. Now let sxo ∈
∑

(xo). Then
there exists a uniques′ ∈ S such thatϕ(t)sxo = s′xo, andy′ = ts′yo ∈
∑

(yo) is clearly the unique lift ofsxo in
∑

(yo).
We verify finally that the lift of any loop of the type (xo, s1xo, . . . , s1

s2 · · · snxo) with n ≤ breadth ofX is a loopat yo ∈ Y. This will
prove that the coveringY → X is trivial, since every loop atxo is
homotopic to a product of loops of this type. Now, it is clear that
(yo, s1yo, . . . , s1s2 · · · snyo) is a path atyo which lifts the above loop. And
sinces1s2 · · · sn = e, we have s1 . . . sn ∈ H, i.e. this path is a loop.

Hence it follows thatf is bijective. Suppose now that t∈ G, and
ϕ(t) = e in G. Then, f (tyo) = ϕ(t)xo = xo. Since f is bijective, we must
have t∈ H. However,ϕ|H being injective, this means that t= e in G,
and hence is finitely presented.
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Remark . It follows from Theorem 2 that if a groupG admits of a left
invariant graph structure which is (i) connected, (ii ) finite at each point,
and (iii ) of finite breadth, thenG is finitely presentable. The converse
is also true, i.e. any finitely presentable group admits of a left-invariant
graph structure which satisfies conditions (i), (ii ) and (iii ). In fact letG
be a finitely presentable group, and letS be a finite set of generators of
G such thate ∈ S, andS = S−1. We define a graph structure onG by
setting, for anyt ∈ G,

∑

(t) = {t′ ∈ G|t−1t′ ∈ S}.

It is easy to see that this defines a graph structure onG which is left-41

invariant, connected, and finite at each point. We shall now prove that
the breadth of this graph is finite.

Let L(S) be the free group onS; for s ∈ S, we denote besL the
corresponding generator ofL(S). Let K be the kernel of the natural
mappingL(S) → G. Since any loop ate in G can be written in the
form (e, s1, s1s2, . . . sn = e), we see thatK is naturally isomorphic to the
group of homotopy classes of loops ate.

Now, sinceG is finitely presentable, we have by a theorem of Schre-
ier a finite subsetF of K such thatK is the normal closure ofF in L(G).
It follows easily that, if for each element ofF we choose a representative
loop ate, and 1 is an upper bound for the lengths of these loops, our
graph structure onG has breadth≤ 1.

Remark 2. Let G be a group which has a finitely presentable normal
subgroupN such thatG/N is finitely presentable. ThenG is finitely
presentable. In fact, by the above remark, there exists aG-invariant
graph structure onG/N which is connected, finite at each point, and of
finite breadth. SinceG acts transitively onG/N with isotropy groupN
which is finitely presentable, it follows from Theorem 2 thatG is finitely
presentable.

As an application of Theorem 2, we shall prove the following

Theorem 3 (Behr [2]). For any finite set P of primes, the group
GL(nZ[P−1]) is finitely presentable.



2. Finite presentations for groups of automorphisms.... 35

HereZ[P−1] is the subring of the rationalsQ generated by P−1
=42

{p−1|p ∈ P}. To prove Theorem 3 we need some preliminaries.
For any prime p, letQp be the p-adic field,Zp ⊂ Qp the ring of

p-adic integers. LetR be the set of all lattices inQn
p. (A lattice inQn

p
is aZp-submodule generated by a basis ofQn

p).
If we set, for A, B ∈ R,

d(A, B) = inf {r ∈ Z+|pr A ⊂ B, pr B ⊂ A}

d is a metric onR. We define a graph structure onR by setting, for any
A ∈ R,

∑

(A) = {B ∈ R|d(A, B) ≤ 1}.
R is finite at every point. In fact,d(A, B) ≤ 1 implies that pA⊂ B ⊂

p−1A, and this can hold (for a given A∈ R) only for finitely many B.
Also,R is connected, in view of the following

Proposition. Given A, B ∈ R,A , B, there exists a C∈ R such that:

(i) d(A,C) = 1, and d(C, B) = d(A, B) − 1;

(ii) for any D ∈ R, we have

d(D,C) ≤ sup{d(D,A), d(D, B)}.

Proof. Since Zp is a principal ideal domain, there exists a basis
(a1, . . . , an) for A, and integersr1, . . . , rn, such that (pr1a1, . . . , prnan)
is a basis forB; clearly we have thend(A, B) = sup|r i |. Let ci = pα(i)

i ai ,
where

α(i) =



























+1 if r i > 0,

0 if r i = 0

−1 if r i < 0.

Then the latticeC with theci as basis obviously satisfies (i). � 43

Now let D ∈ R, and letr = sup(d(D,A), d(D, B)). Then clearly
prD ⊂ A∩ B ⊂ C. On the other hand, for eachi, prai andpr+r iαi ∈ D,
hencepr+α(i)αi ∈ D; this means thatprC ⊂ D. This proves (ii ).

It follows that R is connected: the above proposition shows that,
givenA, B ∈ R, there exists a path of lengthd(A, B) joining A andB.
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We shall now prove thatR has breadth≤ 8. We shall show that any
loop (Ao, . . . ,An) in R with n > 8 is homotopic to a product of loops of
length< n, and this will prove our assertion.
Case 1. n even. Let n = 2m. If d(Ao,Am) < m, there exists a path of
length< m from Ao to Am, and it is obvious that the given loop is homo-
topic to the product of two loops of length< 2m. Let thend(Ao,Am) =
m. We chooseC ∈ R such thatd(Ao,C) = 1, andd(C,Am) = m− 1. By
the proposition above, we have thend(Am±2,C) ≤ m− 2. Since there
exists a path fromC to Am(resp.Am±2) of lengthm− 1(resp.≤ m− 2).
It follows easily that the given loop is homotopic to the product of four
loops, each of length< 2m(see the figure below).

2

2

1

(In the figure, the lengths of the paths are less than or equal to the44

numbers marked along them.)

Case 2.n odd. Let n = 2m+1. Thend(Ao,Am+1) ≤ m. If d(Ao,Am+1) <
m, there is a path of length< m from Ao to Am+1, and we are through. If
d(Ao,Am+1) = m, we proceed as in Case 1. See the figure below:

2

1
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In the proof of Theorem 3, we shall use the following lemma, a proof
of which can be found in M. Eichler [1],§12.

Lemma . Suppose we are given, for each prime p, a lattice Ap in Qn
p

such that Ap = E ⊗ Zp except for finitely many p; here E is the unit
lattice inQn. Then there exists a lattice A inQn such that Ap = A⊗ Zp

for every p. (In fact A=
⋂

p
(Qn ∩ Ap).

Proof of Theorem 3.Using Theorem 2, we shall now prove thatG =
GL(n,Z[P−1]) is finitely presentable, by induction on the cardinality of
P. If P = φ,G = GL(n,Z), and this is finitely presentable (Remark
following Lemma 11, 6). Now letP , φ. We choose ap ∈ P, and
considerG as a group acting on the setR of lattices inQn

p. The graph
structure introduced onR is clearly invariant under the action ofG; in
fact the metric onR which defines its graph structure is itself invariant45

underG. Further, it is clear that the isotropy group ofG at the unit lattice
Ep = E⊗Zp of R is preciselyGL(n,Z[P−1

1 ]), whereP1 = P−{p}. Hence
if we verify thatG is transitive, then all the conditions of Theorem 2 will
be satisfied on account of the induction hypothesis, and Theorem 3 will
be proved. We shall now show that the subgroupGL(n,Z[P−1

1 ]) of G is
already transitive onR.

Given anyA ∈ R, consider the family{Aq, q prime}, whereAq = E⊗
Zq for q , p, andAq = A. By the above lemma, there exists a latticeA in
Qn such that, for every primeq,Aq = A⊗Zq. Consider theg ∈ GL(n,Q)
such thatg.E = A. Theng(E ⊗ Zp) = A (whereg is now regarded as in
GL(n,Qp)). But since, for everyq , p, g(E ⊗ Zq) = (E ⊗ Zp), we must
haveg ∈ GL(n,Z[p−1]), and our assertion is proved.

3 Groups generated by reflexions

Let M be a connected differentiable manifold. A diffeomorphismr of M
onto itself is called areflexionif ( i)r2

= identity, (ii )M−M(r) is discon-
nected, whereM(r) = {x ∈ M|r(x) = x}. Since, in a suitable coordinate
neighbourhood of anyx ∈ M(r)r, acts as an orthogonal linear transfor-
mation (see Montogomery and Zippin [1], p.206), we see thatM−M(r)
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has exactly two connected components which are carried eachinto the
other byr, and thatM(r) is a (not necessarily connected) submanifold
of M of codimension one.

Theorem 4. Let G be a discrete proper group of differentiable automor-46

phisms of a simply connected differentiable manifold M, generated by
reflexions. Then G has a presentation of the form{rα; (rαrβ)pαβ = e},
where the rα are reflexions.

Proof. LetR be the set of all reflexions belonging toG. SinceM(r))r∈R
is a locally finite family,M−⋃

r∈R
M(r) is an open set; we denote the set of

its connected components by (Wi)i∈I . G acts on the set ofM(r)′s, r ∈ R;
in fact gM(r) = M(rg−1), rg−1

= grg−1 being clearly a reflexion. Hence
G also acts on theW′i s. �

Let Wo denote any one of theWi. Let R′ = {r ∈ R| there exists
x ∈ W̄o such thatr ∈ R ∩G(x)}. Let L (R′) be the free group generated
by R′; we denote the natural injectionR′ → L (R′) by r  rL. Let K
be the normal closure inL (R′) of the set

{

(r i)L(r j)
ord r i r j

L |r i , r j ∈ R′,M(r i) ∩ M(r i) ∩ W̄o , φ

}

.

We denote byϕ : G = L (R′)/K → G the natural homomorphism
induced byrL  r. Also, for anyr ∈ R′, we denoterL modK by r. We
shall prove by induction on the dimension ofX that

(1) ϕ : G→ G is a bijection

(2) G acts freely transitively on the set (Wi)i∈I .

For any x ∈ M let Gx(resp. Gx) be the subgroup ofG (resp. G)
generated byR′ ∩G(x)(resp. the rsuch thatr ∈ R′ ∩G(x)).

SinceG is discrete and proper, we have for everyx ∈ M a coordinate
neighbourhoodVx such thatVx is G(x)-stable, andG(Vx|Vx) = G(x).47

We may assume the coordinate system so chosen thatG(x) acts onVx

by orthogonal linear transformations. We assert that, forx ∈ W̄o,

(a) ϕ : Gx→ Gx is bijective,
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(b) for anyy ∈ Vx,Gy is simply transitive on the set ofWi such that
y ∈ W̄i , in particular,Gx(W̄o ∩ V) = Vx. These assertions are easy
to verify if dim X ≤ 2; if dim X ≥ 3, they follow from the induction
hypothesis (1) and (2), when we consider the action ofGx on the
spheres aboutx in Vx.

Now let Y be the quotient space of G× W̄o(G having the discrete
topology ) by the equivalence relation

(t′, x′) ∼ (t, x)⇐⇒ x′ = x andt−1t ∈ Gx.

The mapping (t, x)  ϕ(t)x of G × W̄o to M induces a mapping
f : Y→ M. Similarly the action (t, x) (st, x) of G onG×W̄o induces
an action of Gon Y. G acts onX throughϕ. It is clear thatf commutes
with the action of G. We proceed to show thatf : Y→ M is a connected
covering.

(i) Y is connected. This is clear since for everyr ∈ R′, r q(ew̄◦) ∩
q(q, W̄)◦) , φ. Hereq : G× W̄o→ Y is the natural map.

(ii) f is locally injective. It is sufficient to know thatf is injective 48

in a neighbourhood of anyq(e, x), x ∈ W̄o. Now Gx × (Vx ∩ W̄o)
is saturated with respect toq, henceq(Gx × (Vx ∩ W̄o)) is a neigh-
bourhood ofq(e, x). Using the inductive assertionsa) andb), we
see thatf is injective onq(Gx × (Vx ∩ W̄o).

(iii) f is surjective. We must show thatϕ(G)W̄o = M. Now,ϕ(G)W̄o is
obviously closed inM, being a locally finite union of closed sets.
But it is also open, since for anyx ∈ W̄o, ϕ(Gx)W̄o = GxW̄o is a
neighbourhood ofx by the inductive assertionb).

(iv) f has local sections. Since f commutes with the action of G, and
φ(G)W̄o = M, it is sufficient to consider points of̄Wo.

Now let N be the subgroup of Gdefined by

N = {n ∈ G|ϕ(n)W̄o = W̄o}.

Clearly N ⊃ker ϕ. For n ∈ N and r ∈ R′, it is clear thatrn(=
rϕ(n)) ∈ R′. Further if r, r′inR′ and M(r) ∩ M(r′) ∩ W̄o , φ, we
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have alsoM(rn) ∩ M(r′n) ∩ W̄o , φ. Hence we can define the
automorphismh hn of G by setting (r)n

= (rn). Clearlyϕ(hn) =
ϕ(n−1)ϕ(h)ϕ(n).

Now, for anyn ∈ N and anyx ∈ W̄o, we define the sectionσn :
Vx→ Y of f by

σn(ϕ(t)y) = q(ntn, ϕ(n−1)y); t ∈ Gx, y ∈ Vx ∩ W̄o.

By (ii), σn is well-defined.

(v) f −1(Vx) =
⋃

n∈N
σn(Vx). Let h ∈ G, z ∈ W̄o, and let f (q(h, z)) ∈ Vx.

Thenϕ(h) = ϕ(t)y, with t ∈ Ḡx, andy ∈ Vx∩W̄o; thusϕ(h−1t)y = z.
Now, since Gz is transitive on theW̄i containingz, there exists49

s∈ Gz such thats−1h−1t ∈ N. Let n = t−1hs. Then

q(tn, ϕ(n−1)y) = q(h, z).

Now, Sinceϕ(t n) = ϕ(n tn), there existsu ∈ kerϕ such thattn =
untn = untun. Then

q(h, z) = q(tn, ϕ(n−1)y)

= q(untun, ϕ((un)−1))y

= σun(ϕ(t)y),

and (V) is proved.

(vi) For n, n′ ∈ N, σn(Vx) ∩ σn′(Vx) , φ ⇒ n = n′. Let n,m ∈
N, σn(y) = σm(y) for somey ∈ Vx. Since f is locally injective, and
GxWo is dense inVx, therez ∈ Vx∩GxWo such thatσn(z) = σm(z).
Let z= ϕ(t)z′, t ∈ Gx andz′ ∈Wo ∩ Vx.σn(z) = σm(z) gives

ϕ(n−1)z′ = ϕ(m−1)z′ ⇒ ϕ(nm−1) ∈ G(z′) ⊂ G(x),

and (ntn)−1(mtm) ∈ Gz′ = e.

Hencen−1m= tn(t−1)m. Now tn ∈ Gϕ(n−1)x andtm ∈ Gϕ(m−1)x′ since

t ∈ Gx. But, sinceϕ(nm−1) ∈ G(x), ϕ(n−1)x = ϕ(m−1)x, hence
n−1m ∈ Gϕ(n−1)x. Sincen−1m ∈ N, it follows by the induction

assumptionb) thatn−1m= e, and (vi) is proved.
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Thus f : Y → M is a connected covering. SinceM is simply50

connected,f is bijective. Since the fibres off are parametrised by
N ⊃ kerϕ, ϕ is injective. And thenN = {e} means precisely thatϕ(G) is
simply transitive on theWi. It follows easily that for everyr ∈ R, there
existh ∈ ϕ(G) andr′ ∈ R′ such thatr′ = rh; henceϕ(G) = G, and the
assertions (1) and (2) are proved.





Chapter 4

This chapter contains results related with the following kind of problem: 51

given a discrete group of continuous transformations, use information
on the behaviour of a set of generators to prove that the action of the
group is proper. The solution of such a problem is based here on a
Lemma (Lemma 2) related to the methods of Chapter 3 as well as to a
Theorem of Weil on discrete subgroup of Lie groups (A. Weil [1], [2]).

1 Criterion for proper action for groups of isome-
tries

Let G be a topological group acting on aconnectedspaceX.
Let S ⊂ G andA ⊂ X be such that

(i) e∈ S

(ii) S ⊂ G(A|A)

(iii) s, s′ ∈ S,A∩ sA∩ s′A , φ imply s−1s′ ∈ S.

Note that these conditions implyS = S−1.
On the product spaceGχA, consider the relationR defined as fol-

lows:
(t, a)R(t′, a′) if ta = t′a′ andt−1t′ ∈ S.

It is easily seen thatR is an equivalence relation. Lety = (GχA)/R,
and letq : GχA→ Y be the canonical mapping. The mapping (t, a) 
ta of GχA into X induces a mappingf : Y→ X such that the diagram

43
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G× A

""F
FF

FF
FF

FF

q
// Y

f
����

��
��

�

X

is commutative.G actsY in the usual manner, andf commutes with the52

action ofG. Our object is to give sufficient conditions onS andA so
that f is a homeomorphism.

Lemma 1. If A is connected and S generates G, then Y is connected.

Proof. Let Yo be the connected component ofY containingq(eχA). �

SinceGq(e× A) = Y, we need only verify thatYo is G-stable . This
is clear since, for anys∈ S, q(e× A)∩ sq(eχA) , φ, andS generatesG.

Lemma 2. Suppose that: (i) there exists a G invariant metric d on X;
(ii) S is a neighbourhood of e in G; (iii) there exists a̺ > 0 such that

for any a∈ A there is an s∈ S with
{

x ∈ X|d(x, a) < ̺
}

⊂ sA.

Then G(IntA) = X, and f : Y→ X is a covering .

Proof. Since X is connected andG(Int A) open in X, we will have
G(Int A) = X if we show thatG(Int A) is closed inX. Now let x ∈
G(Int A). Then there existt ∈ G and aa ∈ Int A such thatd(x, ta) < ̺,
i.e., d(t−1x, a) < ̺. Hence there is ans ∈ S such thatt−1x ∈ s(Int A);
this implies thatx ∈ G(Int A). �

It follows from G(Int A) = X that f is onto. We now prove that
f : Y→ X is a covering.

1. f is locally injective. It is sufficient to prove thatf is injective
in a neighbourhood of anyq(e, a), with a ∈ Int A. Now let U
be a neighbourhood ofe in G such thatU−1U ⊂ S. Sinceq−1

(q(Uχ Int A)) =
⋃

s∈S
(Usχ(A ∩ s−1 Int A)), q(Uχ Int A) is a neigh-53

bourhood ofq(eχ Int A). We assert thatf is injective onq(Uχ
Int A). In fact let (t, a), (t′, a′) ∈ Uχ Int A, and let f (q(t, a)) =
f (q(t′, a′)), i.e. ta = t′a′. Then, sincet−1t′ ∈ U−1U ⊂ S, we have
q(t, a) = q(t′, a′).
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2. f has a local section. For anyxo ∈ X, let B =
{

x ∈ X|d(xo, x) <

̺/2

}

, and letN =
{

t ∈ G
∣

∣

∣

∣

∣

tA ⊃ B
}

. For eacht ∈ N, we have a

sectionσt : B→ Y of f defined byσt(z) = q(t, t−1z), z ∈ B. Note
that, fort, t′ in N, we have eitherσt = σt′ orσt(B) ∩ σt′(B) = φ.

3. f is a covering. Let xo ∈ X. In view of 1) and 2), it is sufficient to
show, with the notation of 2), thatf −1(B) =

⋃

t∈N
σt(B).

Let q(r, a) ∈ f −1(B), i.e. ra ∈ B. Let s ∈ S be such thatsA⊃
{

x ∈

X
∣

∣

∣d(x, a) < ̺
}

. ThenrsA ⊃
{

x ∈ X
∣

∣

∣d(x, ra) < ̺
}

⊃ B, which means

rs ∈ N. Thenσrs(ra) = q(rs, s−1r−1ra) = q(rs, s−1a) = q(r, a).
This proves Lemma 1.

Theorem 1. Let G be a topological group acting isometrically on a
connected metric space X. Let A be a connected subset of X, andS a
neighbourhood of e in G generating G such that the following conditions
are satisfied:

1. S⊂ G(A/A),

2. s, s′ ∈ S,A∩ sA∩ s′A , φ imply s−1s′ ∈ S ;

3. there exists a̺> 0 such that for any a∈ A, we have s∈ S with

sA⊃
{

x ∈ X
∣

∣

∣d(x, a) < ̺
}

;

4. any connected covering of X admitting a section over A is trivial.

ThenS = G(A|A). If moreoverS is relatively compact inG, then 54

the action ofG on X is proper.

Proof. By Lemmas 1 and 2,f : Y → X is a connected covering; this
covering admits a section overA, given by a q(e, a). Hence f is
bijective. �
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We now prove thatG(A|A) ⊂ S. Let t ∈ G(A|A). Then there exists
a, a′ ∈ A such thatta = a′, i.e., f (q(t, a)) = f (q(e, a′)). Since f is
bijective, we haveq(t, a) = q(e, a′), i.e.,t ∈ S.

The second assertion of the theorem now follows from the remark
after Lemma 1, Chapter 3.

2 The rigidity of proper actions with compact quo-
tients

Let G be a locally compact group, andX a locally compact metrisable
space, We denote byC = C (GχX,X) the space of all continuous map-
ping ofGχX into X, provided with the compact open topology, and we
denote byM the subset ofC consisting of continuous actions ofG on
X(with the induced topology). Also, we denote byMP the set ofproper
actions ofG on X, and byMI the set of isometric actions (i.e., an action
of G on X belongs toMI if there exists a metric onX invariant under
this action). By Theorem 2, chapter 1, we haveMP ⊂ MI (at least when
X is connected).

Theorem 2. Let G be a locally compact group, and X a connected,
locally connected, locally compact metrisable space. Suppose that X
has a compact subset K such that any connected covering of X admitting
a section over K is trivial. Let moεMp be such that mo X is compact.

Then there exists a neighbourhoodW of mo in MI such that55

a) W ⊂ Mp

b) for everymεW,m X is compact

c) the action ofG on W × X defined by (s, (m, x))  (m,m(s, x)) is
proper,

d) if G is a Lie group, then kerm ⊂ kermo for anymεW (here, for any

m, kerm=
{

gεG|m(g, x) = xfor everyxεX
}

.



2. The rigidity of proper actions with compact quotients 47

Proof of a) and b). With the assumptions of the theorem, we shall prove
that there exists a compact connected subsetA of X containingK, a rel-
atively compact open neighbourhoodS of e in G, and a neighbourhood
W of mo in MI such that, for everymεW,A and Sm = S ∩ Gm(A|A)
satisfy the conditions of Theorem 1. ThenW will satisfy a) andb).

Let C be a compact subset ofX such thatmo(G,C) = X. SinceX
is locally connected, locally compact and connected, thereexists a con-
nected compact neighbourhoodA of C containingK. Let B be an open
relatively compact set inX, containingA. We setS = Gmo(B|B). Clearly
S is a symmetric open relatively compact neighbourhood ofe in G. For
mεM, we setSm = S∩Gm(A|A). ClearlySm is also a neighbourhood of
e.

(i) There exists a neighbourhood W1 of mo in M such, that, for
any mεW1, and any s, s′εSm,A ∩m(s,A) ∩ m(s′,A) , φ implies
s−1s′εSm.

In fact, L = S̄2 − S is compact, andmo(L,A) ∩ A = φ. Hence
there exists a neighbourhoodW1 of mo in M such that, for any 56

m ∈ W,m(L,A) ∩ A = φ. It is easily verified thatW1 has the
required property.

(ii) There exists a neighbourhood W2 of mo in M such that, for any
m ∈W2,Sm generates G.

Let C′ be a compact neighbourhood ofC contained in IntA Then
T = Gmo(C

′|C) generatesG; in fact, sinceTC is a neighbourhood
of C, andT ⊃ Gmo(C|C), the proof of Lemma 1, Chapter 3 is valid.
We shall now show thatT ⊂ Sm is msufficiently close tomo.

For eacht ∈ T, we havea c(t) ∈ C such thatmo(t, c(t)) ∈ C′ ⊂
Int A. Thus there exists a compact neighbourhoodV(t) of t such
thatm◦(V(t), c(t)) ⊂ Int A. Let W(t) be a neighbourhood ofm◦ in
M such thatm(V(t), c(t)) ⊂ Int A for anym ∈W(t).

SinceT is compact, there exists a finite subsetT′ of T such that
T ⊂

⋃

t∈T′
V(t). If we takeW2 =

⋂

t∈T′
W(t), we clearly haveT ⊂

Gm(A|A) for anym ∈ W2. SinceT ⊂ S, we haveT ⊂ Sm; hence
Sm generatesG, for everym ∈W2.
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(iii) There exists a neighbourhood W3 of mo in M such that, for any
m ∈W3, (Sm, Int A) ⊃ A.

We know thatmo(S, Int A) ⊃ A. Thus for anya ∈ A, there exists an
sa ∈ S such thatmo(sa, Int A) ∋ a. Let Ua be a compact neighbourhood
of a in A such thatUa ⊂ mo(sa, Int A),i.e. mo(s−1

a ,Ua) ⊂ Int A. SinceA
is compact, we have a finite subsetF of A such that

⋃

a∈F
Ua = A. For each

a ∈ F, let Wa be neighbourhood ofmo in M such thatm(s−1
a ,Ua) ⊂ Int A

for everym ∈Wa. ClearlyW3 =
⋂

a∈F
Wa has the required property.57

We now setW = M1 ∩ W1 ∩ W2 ∩ W3, and assert that, for any
m ∈ W,A andSm satisfy the conditions of Theorem 1. In view of the
above considerations, our assertion will follow if we verify condition 3)
of Theorem 1. Take anym ∈ W, and choose an invariant metricd on
X with respect tom. By (iii ) above, we haveA ⊂

⋃

s∈Sm

m(s, Int A) = U

say. Letλ = d(A,X − U), and letA′ =
{

x ∈ X|d(x,A) ≤ λ/2
}

. Then for

theρ of condition 3) we can take the minimum ofλ/2 and the Lebesgue
number of the covering{m(s, Int A)}s∈Sm of A′.

Thus a) and b) are proved.

Proof of c). We shall prove that the action ofG on WχX is proper,
whereW is as above. SinceWχX is Hausdorff, it is enough to verify
the condition (P) of Chapter 1 for the points (mo, x1), (mo, x2), x1, x2 ∈
X. Now, givenx1, x2 ∈ X, we may assume by enlarging theA of the
above considerations if necessary, thatx1, x2 ∈ Int A . For this A we
obtain a neighbourhoodW′ ⊂W of mo such thatGm(A|A) ⊂ S for every
m ∈ W′. W′χA is a neighbourhood of (mo, x1) and (mo, x2) such that
G(W′χA|W′χA) ⊂ S. SinceS SinceS is relatively compact, this proves
c).

Proof of d). Let K = kermo. Since the actionmo is proper,K is a
compactnormal subgroup ofG. Let q : G→ G/K be the canonical ho-
momorphism. LetV be an open neighbourhood ofq(K) which contains
no nontrivial subgroup ofG/K. Now F = S̄−q−1(V) is a compact set in
G such that kermo∩F = φ. hence there exists a neighbourhoodW′ ⊂W
of mo such that kerm∩ F = φ for all m ∈W′. Since, for anym∈W, we58
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have kerm⊂ Gm(A|A) ⊂ S, we have, form ∈W′, q(kerm) ⊂ V, i.e. ker
m⊂ K. This provesd).

Remark 1. It is not in general true that everymo ∈ MPhas a neighbour-
hood in M which is contained inMP, even if we suppose thatmo X is
compact. For instance, letG = Z,X = R, and letmo ∈ MP be defined by
mo(n, t) = t + n. For anya ∈ R, let ϕa : RR be a differentiable function
such that

ϕa(t) =















1, t ≤ a

0, t > a+ 2

ϕ′a(t) ≥ −1.

Let ma be defined byma(x, t) = t + nϕa(t). It is easy to check that
ma ∈ M. It is also clear that if a is large enough,ma is arbitrarily close
to mo. However,ma < MP, since under this actionZ leaves every point
≥ a+ 2 fixed.

Remark 2. In Theorem 2, the condition thatmox is compact is essential
For instance, letG = Z,X = GL(2,C).Z operates onX by left multipli-
cation, through the homomorphismh defined by

h(1) =

(

1 1
0 1

)

This action is proper. The action ofZ on X defined by the homo-

morphismhn : Z→ GL(2,C) which maps 1 on

(

e2πi/n 1
0 1

)

is arbitrarily

near this action ifn is large, but is not proper. Note that all the above
actions are inMI , sinceGL(2,C) has a left-invariant metric.

3 Discrete subgroup of Lie group. Witt’s Theorem

Theorem 3(A. Weil [1]). LetΓ be a discrete group, G a connected Lie59

group,and ho : Γ→ G a homomorphism such that

(i) kerho is finite;
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(ii) ho(Γ) is discrete;

(iii) ho(Γ)G is compact.

Then there exists a neighbourhoodW of ho in Hom (Γ,G) (with the
finite open topology), such that for anyh ∈W, (i), (ii) and (iii) hold with
ho replaced byh.

Proof. We may identify Hom(Γ,G) with a subspace ofM. Then, since
there exists a left invariant metric onG, Hom (Γ,G) ⊂ MI . Also, (i) and
(ii) imply that ho ∈ Mp; further

∏

1(G) is finitely generated. Hence we
may apply Theorem 2 to obtain Theorem 3.

Let G be a Lie group, andX a defferential manifold. By adifferen-
tiable(one-parameter)family of actionsof G on X we mean a differen-
tiable mappingm : RχGχX → X such that for eacht ∈ R,mt : (s, x) →
m(t, s, x) is an action ofG on X. �

Theorem 4. Let G be a Lie group, and X a connected differentiable
manifold such that

∏

1(X) is finitely generated. Suppose given a differ-
entiable family m: R × G × X → X of actions of G on X such that
mt ∈ MI for every t∈ R, and suppose that mo is proper and mX

o com-
pact. Then there exists a neighbourhood W of0 in R, and for each t∈W
a differentiable automorphism at of X such that

mt(s, x) = at(mo(s, a−1
t (x)))

for every x∈ X, s∈ G, t ∈W.60

Proof. In view of Theorem 2, we can find a neighbourhoodW1 of 0 in
R, and a compact setA in X, such that the action ofG onW1×X defined
by s(t, x) = (t,mt(s, x)) is proper, and such thatmt(G,A) = X for every
t ∈ W1. Then there exists aG-invariant Riemannian metric onW1 × X
(Theorem 2, Chapter 1). Letp : W1×X→W1 be the natural projection,
and letH be the vector-field onW1×X orthogonal to the fibres ofp such

that pTH =
d
dt

. It is easily seen thatH is G-invariant. �
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Let the differentiable mapping

ϕ :
{

τ ∈ R|τ| <∈
}

xW2 × U →W1 × X

be the local one-parameter group generated by the vector-field H in a
neighbourhoodW2 ×U of {0} × A in W× X. SinceH is G-invariant and
G(W1 × A) =W1 × X, ϕ can be extended to a differentiable mapping

ϕ : {τ ∈ R|τ| <∈} ×W2 × X→W1 × X

by means of the equation

sϕτ(t, x) = ϕτ(t,mt(s, x)), t ∈W2. (*)

SinceH projects on the vector- field
d
dt

, we have

ϕτ(0, x) = (τ, aτ(x))

whereaτ : X → X is a diffeomorphism. Using the fact thatϕτ (0,m0

(s, x)) = sϕτ(o, x) (which is (∗) with t = 0), we see that theat, |t| <∈, 61

satisfy the conditions of the theorem.
For other applications, we need the following modification of Theo-

rem 1.

Theorem 5. Let G be a discrete group acting isometrically on a con-
nected locally connected, simply connected metric space X.Let C be
a connected compact subset of X, and S a finite subset of G(C|C) such
that

(i) e∈ S ,

(ii) for any s, s′ ∈ S,C ∩ sC∩ s′C , φ implies s−1s′ ∈ S ,

(iii) SC is a neighbourhood of C,

(iv) S generates G.

This S= G(C|C), the action of G on X is proper, and GC= X.
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Proof. SinceC is compact, andS is finite, there exists a neighbourV
of C such thats, s′ ∈ S,C ∩ sC∩ s′C = φ, imply V ∩ sV∩ s′V = φ.
Let A be the connected component ofV ∩ SCwhich containsC. Since
X is locally connected,A is a neighbourhood ofC. A andS satisfy the
conditions of Theorem 1. In fact, it is clear we need only check the
condition 3) of Theorem 1, and for the̺of that condition we can take
d(C,X − A). SinceC ⊂ A ⊂ SC, the assertions of Theorem 5 follows
from Theorem 1 (and Lemma 1). �

Theorem 6 (E. Witt [1]). Let G be the group generated by the set
{r1, . . . , rn} with the relations(r ir j)pi j = e, 1 ≤ i, j ≤ n, where the pi j62

are integers satisfying

Pii = 1, pi j = p ji > 1 if j , i, 1 ≤ i, j ≤ n.

ThenG is finite if and only if the matrix

(

− cos
∏

pi j

)

is positive defi-

nite.

Proof. Let (ei)1≤i≤n denote the canonical basis ofRn, andB the sym-

metric bilinear form onRn defined byB(ei , ej) = − cos
∏

pi j
. We define

thestandard representationof G in Rn by setting

r iej = ej − 2B(ei , ej)ei .

Clearly,B is invariant underG. �

a) G is finite⇒ B is positive definite.

We first prove thatB is non-degenerate. LetN =
{

x ∈ Rnn|B(x, y) =

0 for everyy ∈ Rn
}

. SinceN is G-stable andG is finite, there exists a

G-stable supplementN′ to N. Now, for everyi, r i |N = identity, andr i

is not identity onRn, hence there existsayi ∈ N′ such thatr iyi , yi ,
i.e., B(ei , y) , 0. Sincer iyi − yi = −2B(ei , y)ei , we haveei ∈ N′.
HenceN′ = Rn, i.e. N = 0.
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Then prove the positive-definiteness, we consider any non-trivial ir-
reducible G-subspaceL of Rn. We see as above that there exists an
ei ∈ L.On the other hand, there exists onL a G-invariant positive
definite bilinear form, sayBo, and (SinceL is irreducible)aλ ∈ R
such thatB|L = λBo. SinceB(ei , ei) = 1, we must haveλ > 0. Hence
B|L is positive definite. SinceB is non-degenerate, it follows thatB 63

is positive definite.

b) B positive definite⇒ G is finite. (The following proof is based on
Buisson [1]). LetC ⊂ Rn be defined by

C =
{

x ∈ Rn
∣

∣

∣B(x, ei) ≥ 0 for every i
}

.

We shall prove the following statements by induction onn.

1) G is finite

2) GC = Rn

3) If s ∈ G andc ∈ C are such thatsc ∈ C, thensc = c, and in facts
belongs to the subgroup ofG generated by ther i belonging toG(c).

If n = 2, B is automatically positive definite, and the above state-
ments are easily verified. Thus letn ≥ 3, and let us assume that 1), 2)
and 3) are true forn− 1.

Let
∑

=

{

x ∈ Rn
∣

∣

∣B(x, x) = 1
}

, and letA =
∑

∩C. For eachi,

let Gi be the subgroup ofG generated byr1, . . . , r i−1, r i+1, . . . , rn Note
that Ni =

∑

j,i
Rej is Gi-stable, and that the representation ofGi in Ni

thus obtained is the standard representation ofGi in Rn−1. By induction,
eachGi is finite, hence the setS =

⋃

1≤i≤n
Gi is finite. Clearlye ∈ S, and

S = S−1. SinceGi operates trivially on the orthogonal complementN′i
of Ni with respect toB, we haveGi ⊂ G(A|A), henceS ⊂ G(A|A). Also,
S generatesG, sincer i ∈ S, 1 ≤ i ≤ n.

Lemma. If a ∈ A and s∈ S are such that sa∈ A, then sa= a; in fact s 64

belongs to the subgroup Ga of G(a) generated by the ri ∈ G(a).
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Proof of the lemma.Let s∈ Gi,a nd let a= b+ b′, where b∈ Ni , b′ ∈
N′i . Then both b and sb belong to Ni ∩ (C + N′i ) ⊂ Ci ; hence Ci =

{

y ∈

Ni

∣

∣

∣B(y, ej) ≥ 0 for every j, i
}

. Hence, by induction, s belongs to the

subgroup of Gi generated by the rj which leave b(and hence a) fixed .

The lemma implies in particular that ifs, s′ ∈ S are such thatA ∩
sA∩ s′A , φ, thens−1s′ ∈ Ga for somea ∈ A. But clearlyGa ⊂ Gi for
somei, and thens−1s′ ∈ Gi ⊂ S.

We prove finally thatS A is a neighbourhood ofA in
∑

. Since, for
anya ∈ A,Ga ⊂ S, it is sufficient to check thatGaA is a neighbourhood
of a in∼, or equivalently thatGaC is a neighbourhood of a inRn.

Let L =
∑

r j∈G(a)
Rej , andL′ its orthogonal complement with respect

to B. Clearlya ∈ L′, and there exists a neighbourhoodV of a inRn such
that

V ∩C = V ∩
{

x ∈ Rn
∣

∣

∣B(x, ei) ≥ 0 for all ei ∈ L
}

.

Then if
Ca =

{

y ∈ L|B(y, ei) ≥ 0 for all ei ∈ L
}

,

we haveV∩C = V∩(Ca+L′). Assuming as we may thatV isGa-stable,
we have therefore65

Ga(V ∩C) = V ∩ (GaCa + L′).

By induction, GaCa = L, henceGa(V ∩ C) = V, andGaC is a
neighbourhood ofa.

Now, for the action ofG on
∑

, all the conditions of Theorem 5 are
satisfied forA andS; note thatA is connected and

∑

simply connected.
Thus the action ofG on

∑

is proper. Since
∑

is compact, this means
thatG finite. Moreover, sinceGA=

∑

, we haveGC = Rn. This proves
the statements 1) and 2); 3) follows from the lemma sinceS = G(A|A).
Hence the proof of the theorem is complete.

Remark. The proof of Theorem 6 shows that show when
(

− cos Πpi j

)

is
positive definite, the standard representation ofG in Rn is faithful.



Chapter 5

For proper action a discrete groupΓ on a space with compact orbit space66

Γ/X, there are rather strong connections between the topological proper-
ties ofX and the properties ofΓ. The theory of ends, due to Freundenthal
[1] and Hopf [1] is the most conspicuous example of such a connection.

1

Let X be a connected topological space. We denote byL the set of all
sequences (ai) of connected sets inX such that

(i) for every i, ai , φ,

(ii) ai ⊃ ai+1 for all i,

(iii) eachai has compact boundary,

(iv) for every compact setK in X , there exists ani such thatai∩K = φ.

For (ai), (bi) ∈ L, we write (ai ) ∼ (bi ) if for every i there exists aj
such thatai ⊃ b j . The relation∼ is an equivalence relationL. Indeed
we need only check that it is symmetric. Let (ai) ∼ (bi). For anyi, there
existsa j such thata j ∩ ∂bi = φ. Sincea j is connected anda j 1 X − bi ,
it follows thata j ⊂ bi .

An equivalence class ofL with respect to the relation∼ is called an
endof X. The set of all ends ofX is denoted byE (X) .

55
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Remark . For (ai), (bi ) ∈ L with (ai )χ(bi ), there exists ak such that
ak ∩ bk = φ. In fact, there exists ani such that, for everyj, ai 2 b j . On
the other hand, for a sufficiently large j, we haveai ∩ ∂b j = φ. Then for67

k > i, j we haveak ∩ bk = φ.

Let a ∈ E (X), and let (ai) ∈ L representa. By a neighbourhood
of a we mean any subset ofX which containsai for somei. If V is a
neighbourhood of a, it it clear that, forany (ai) representinga,V ⊃ ai

for somei.
We also need the notion ofendsof graphs. LetX be a connected

graph (see Chapter 3,§2). For anyA ⊂ X, we define theboundaryof A,
denoted by∂A, as the set

{

x ∈ X
∣

∣

∣Σ(x) ∩ A , φ,Σ(x) ∩ (X − A) , φ
}

.

It is easily seen that ifC ⊂ X is connected andC ∩ ∂A = φ, then
eitherC ⊂ A or C ⊂ X − A. Now letL be the set all sequences (ai) of
connected subsets ofX such that

(i) ai , φ for everyi,

(ii) ai ⊃ ai+1 for everyi,

(iii) ∂ai is finite for everyi,

(iv)
⋂

i
ai = φ.

We define the equivalence relation∼ in L as in the topological case,
and the quotient set is the set ofendsof X, denoted byE (X). Theneigh-
bourhoodsof points ofE (X) are defined as in the topological case.

We note that a group which acts as a group of automorphisms on a
connected space (or graph)X also acts onE (X) in a natural way.

The following theorem will enable us to speak of the “set of ends”
of any finitely generated group.

Theorem 1. Let X and Y be connected countable graphs finite at each68

point, and let f: X→ Y be a homomorphism. Suppose that
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(1) for every y∈ Y, f −1(y) is finite.

Then there exists a unique map fε; E (X) → E (Y) such that, for
any a ∈ E (X) and any neighbourhood V of fε(a), f −1(V) is a
neighbourhood of a. If we further suppose that

(2) f is surjective, and for each connected C′ ⊂ Y with C′ finite,
there exists a finite H⊂ Y such that H⊃ ∂( f (C)) for every con-
nected component C of f−1(C′), then fε is surjective. Finally, if
we suppose in addition that

(3) for every y∈ Y, f −1(y) is connected, then fε is bijective.

Proof. Let K1 ⊂ K2 ⊂ · · · be finite subsets ofY such that
⋃

Ki = Y. Let
a ∈ E (X), and let (ai) ∈ L(X) representa. Since, by (1), eachf −1(Ki)
is finite, there exists aj(i) such that f −1(Ki) ∩ a j(i) = φ; we assume
that j(i) is the least integer with this property. Letbi be the connected
component off (a j(i)) in Y − Ki. We assert that (bi ) ∈ L(Y). It is clear
bi , φ andbi+1 ⊂ bi for everyi. And sincebi ⊂ Y − Ki ,∩bi = φ. Also,
bi being a connected component ofY−Ki , ∂bi ⊂ ∂(Y−Ki) = ∂Ki which
is finite sinceY is finite at each point. Hence (bi) ∈ L (Y). Let b be the
end ofY defined by (bi). We setf ε(a) = b. It is easily checked thatf ε

is a well-defined map fromE (X) to E (Y). �

Now let V be any neighbourhood ofb = f ε(a). ThenV ⊃ bi ⊃
f (a j(i)) for somei. Thus f −1(V) ⊃ a j(i), and hence is a neighbourhood69

of a. Supposef ε1 : E (X) → E (Y) is any map having this property.
We assert thatf ε1 = f ε. Suppose in fact thatf ε1 (a) , f ε(a) for some
a ∈ E (X). Let V,V1 be neighbourhoods off ε(a), f ε1 (a) respectively
such thatV ∩ V1 = φ. Then f −1(V) ∩ f −1(V1) = φ, contradicting the
assumption thatf −1(V), f −1(V1) are neighbourhoods ofa.

We now assume (2), and prove thatf ε is surjective. Letb ∈ E (Y)
and let (bi) representb. For everyi, we choose a finite subsetHi of Y
such thatHi ⊃ ∂( f (Ci)) for every connected componentCi of f −1(bi).
Also let j(i) be the least integer such thatHi ∩ b j(i) = φ.

Let a1 be any connected component off −1(b1) which meetsf −1

(b j(1)). Since∂( f (a1)) ⊂ H1, we have∂( f (a1)) ∩ b j(1) = φ.
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Also, f (a1)∩b j(1) , φ, sincea1∩ f −1(b j(1)) , φ. Hencef (a1) ⊃ b j(1)′

i.e., f (a1) is a neighbourhood ofb.
Assume inductively that we have a sequencea1 ⊃ a2 ⊃ · · · ⊃ an

of subsets ofX such that eachai is a connected component off −1(bi)
and f (ai) is a neighbourhood ofb. Then we take foran+1 any connected
component off −1(bn+1) which meetsan∩ f −1(b j(n+1)); such a connected
component exists sincef (an), bn+1 andb j(n+1) are all neighbourhoods of
b so thatf (an)∩bn+1∩b j(n+1) , φ. It can be verified as in the case ofa1

that f (an+1) ⊃ b j(n+1) and hence is a neighbourhood ofb. It is also clear
thatan+1 ⊂ an. Since∂ai ⊂ ( f −1(bi )) ⊂ f −1(∂bi), ∂ai is finite for every
i. Also

⋂

ai
= φ. Thus the sequence (ai) defines an end a inX. We have70

f ε(a) = b, since every neighbourhood off ∈(a) is also a neighbourhood
of b. Hencef ε is surjective.

With the same assumptions, we assert that for anya ∈ E (X) and
any neighbourhoodU of a, f (U) is a neighbourhood off ε(a). Let b =
f ε(a), and let (ai ),(bi) representa andb respectively. Since, for every
i, f −1(bi) is a neighbourhood of a, there exists aj(i) such thata j(i) ⊂
f −1(bi). Let a′i be the connected component off −1(bi) which contains
a j(i). Clearly, (a′i )εL (X). Sincea′i ⊃ a′j(i), it follows that (a′i ) ∼ (ai ),
i.e. (a′i ) representsa. We now assert that (f (a′i )) ∈ L (Y) and represents
b. In fact, (f (a′i )) ∈ L (Y) since, by (2),∂ f (a′i ) is finite, and the other
conditions are clearly satisfied. Sincef (a′i ) ⊂ bi , we have (f (a′i )) ∼
(bi). Thus everyf (a′i ) is a neighbourhood ofb; it follows that f (U)is a
neighbourhood ofb.

Finally, we assume in addition that (3) holds and prove thatf is also
injective. Leta, a′ ∈ E (X), a , a′. Let V,V′ be neighbourhoods of
a, a′ such thatV ∩ V′ = V ∩ ∂V′ = φ. Then f (V) ∩ f (V′) = φ, Since
f (V), f (V′) are neighbourhoods off ε(a), f ε(a′) respectively, we must
have f ε(a) , f ε(a′), and Theorem 1 is proved.

Let G be a (discrete) group. LetS be a set of generators forG such
that eεS, andS = S−1. Then we know thatS defines a left invariant
connected graph structure

∑

S on G, given byES(x) = xS, x ∈ G, We
denote byES(G) the set of ends of (G,

∑

S).

Theorem 2. Let G be a finitely generated group, and let S,S′ be two71

finite symmetric sets of generators of G which contain e. Thenthere is
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a unique natural bijectionϕS,S′ : ES(G) → E ′S(G) such that, for any
a ∈ ES(G), any neighbourhood of a is also a neighbourhoodϕS,S′(a).

Proof. The uniqueness ofϕS,S′ , is obvious. To findϕS,S′ , we first as-
sume thatS ⊂ S′. Then the identity mapping ofG is a graph homo-
morphismϕ : (G,

∑

s) → (G,
∑′

S). We assert that the conditions of
Theorem are satisfied forϕ. In fact, we need only verify condition (2).
Thus letC′ be anS′-connected set with∂′SC′ finite. Let n an integer
such thatS′ ⊂ Sn. We takeH = ∂′SC′.Sr , and claim that for anyS-
connected componentC of C′, ∂S′C ⊂ H. In fact let x ∈ ∂S′C. Then
∂S′xS′ ∩ C , φ , xS′ ∩ (G − C).xSr is S-connected, henceS′- con-
nected. SincexSr ∩ C , φ, we must havexSr

1 C′, for otherwise
xSr ⊂ C, contradictingxS′ ∩ (G − C) , φ. HencexSr ∩ ∂S′ ,C′ , φ,
i.e., x ∈ H. �

HenceϕS,S′ is theϕε of Theorem 1.
If S 1 S′′, let S′′ = S∪S′, then we can takeϕS,S′ = ϕ

−1
S′′,S′ ◦ ϕS,S′′ .

In view of the above theorem, ends and their neighbourhoods are
intrinsically defined for finitely generated groups.

Theorem 3. Let G be a discrete group, operating properly on a connn-
ected, locally connected locally compact space X such thatG\X is com-
pact (consequently G is finitely generated). Then there exists a unique 72

map f : E (G) → E (X) such that for a∈ E (G) and any neighbourhood
V of f(a),G(V|{x}) is a neighbourhood of a for any x∈ X. Moreover, f
is bijective, and commutes with the operation of G.

Proof. We first prove the uniqueness. Letf1, f2 be two mapsE (G) →
E (X) having the properties stated in the theorem. Leta ∈ E (G), and
fi(a) = bi ; let Vi be any neighbourhood ofbi(i = 1, 2). Then, for any
x ∈ X,G(V1|{x}) ∩ G(V2|{x}) is a neighbourhood of a, and hence non-
empty. HenceV1 ∩ V2 , φ. It follows thatb1 = b2. Hencef1 = f2. �

We now prove the existence off . There exists a compact connected
subsetK of X such thatGK = X. Let S = G(K|K). ThenS = S−1is
finite, containse, and generatesG; andS K is a neighbourhood ofK.
We put onG the graph structure defined byS.
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Let a ∈ E (G), and let (ai) represent a. Letbi = aiK. We want to
prove that (bi)εL (X). Clearly,bi ⊃ bi+1, and eachbi is connected. Also,
for any compact setH in X,G(H|K) is finite, henceai ∩G(K′|K) = φ for
all largei, i.e.,bi ∩ K′ = φ for all large i. Now, for anyt ∈ ai − ∂ai, we
havetS ⊂ ai , hencetK ⊂ tS K⊂ bi ; sinceS K is a neighbourhood ofK,
we havetK ⊂ Int bi . Since (tK)t∈ai is locally finite .bi = aiK is closed ,
hence it follows that∂bi ⊂ ∂aiK. Since∂ai is finite, we have finally that
∂bi is compact. Hence (bi) ∈ L (X).

Let b denote the end defined by (bi). We set f (a) = b. Clearly
f : E (G)→ E (X) is then well defined. Now letV be any neighbourhood73

of b = f (a), and letxεX. SinceS generatesG,andGK = X, there exists
an integern such thatx ∈ SnK. It is easily seen that (a jSnK) represents
b. ThusV ⊃ a jSnK for some j. Hencea j ⊂ G(V|{x}|), i.e.,G(V|{x}) is a
neighbourhood ofa.

We now prove thatf is bijective. Letb ∈ E (X), and let (bi) represent
b. We setai = G(bi |K). Clearlyai , φ, ai ⊃ ai+1 and∩ai = φ. Further,
sinceK andbi are connected, and the family (gK)g∈G is locally finite,
we see easily that theai are connected. Now, iftS ∩ ai = φ, we have
t ∈ G(bi |K)S = G(bi |S K). Similarly tS∩ (G−ai) , φimpliest ∈ G((X−
bi)|S K). SinceS K is connected, it follows that∂ai ⊂ G(∂bi |S K), and
hence is finite. Thus, (ai) defines an endf ′(b) of G. Clearlyb f ′(b)
is a well - defined map ofE (X) into E (G), and f ′ is easily seen to be the
inverse off .

Finally, for anyt ∈ G, t−1o f ot : E (G) → E (X), also has the prop-
erties mentioned in the theorem, hence we have, by the uniqueness,
t−1o f ot = f , i.e. f ot = to f . This completes the proof of the theorem.

2

Lemma 1. Let X be a connected graph, and let A, B,H be connected
subsets such that∂A ⊂ H and ∂B ⊂ A − H. Then either B⊂ A or
A∪ B = X.

Proof. Since∂B∩ H = φ andH is connected we have eitherH ⊂ B or
H ⊂ X − B. If H ⊂ B, we have∂(A∪ B) ⊂ ∂A∪ ∂B ⊂ H ∪ A ⊂ B∩ A.

SinceX is connected, we haveA∩ B = X or φ. �74
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If H ⊂ X−B, we have∂A∩B = φ. Hence eitherB ⊂ A or B ⊂ X−A.
But since∂B ⊂ A, we must haveB ⊂ A or B ⊂ X−A. But since∂B ⊂ A,
we must haveB ⊂ A.

Theorem 4. Let G be a finitely generated group, and let a(1), a(2), a(3),
their distinct ends of G. Then for every neighbourhood Vo f a(3), there
exists a t∈ G such that V is a neighbourhood of at least of ta(1), ta(2),
ta(3).

Proof. Let S be a finite set of generators forG defining a graph struc-
ture. Let a( j)

i representa( j), j = 1, 2, 3. We may assume that, for
every i, the a( j), j = 1, 2, 3, are mutually disjoint. Now letV be a
neighbourhood ofa(3), say V ⊃ a(3)

i . Let n be an integer such that

Sn ⊃ ⋃

j
a( j)

i . Take anyt ∈ a(3)
i − S2n. SincetSn is connected, and

sincetSn ∩ ∂a(3)
i ⊂ tSn ∩ Sn

= φ, it follows thattSn ∩ a(3)
i − Sn. Hence

Lemma 1 can be applied, withA = a(3)
i ,H = Sn, andB = ta( j)

i . Since

the ta( j)
i , j = 1, 2, 3 are mutually disjoint, we must haveta( j)

i ⊂ a(3)
i for

at least two thej′s. This proves the theorem. �

Corollary 1. Let G be a finitely generated group. If G has three distinct
ends, then every neighbourhood of an end of G is the neighbourhood of
two distinct ends; in particular, the set of ends is finite.

Corollary 2. If the finitely generated group G has two invariant ends, it
has no other ends.

Proof. Let a, b be two invariant ends ofG. If possible letc be another
end ofG. By Theorem 3, there exists, for every neighbourhoodV of 75

c, at ∈ G such thatV is a neighbourhood of at least one ofta = a, tb = b,.
Hencec = a or b, a contradiction. �

Remark. It is known whether a group with one invariant end can have
infinitely may ends (Freundenthal [1]).

Examples.1) The groupZ has two invariant ends.

2) The groupZXZ has just one end.
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3) The free product of the cyclic group of order 2 with the cyclic group
of order 3 (which is isomorphic to the classical modular group) has
infinitely many ends, none of which is invariant. This example shows
incidentally that in Theorem 3, the assumption thatG\X is compact
cannot be dropped.



Chapter 6

Discrete linear groups acting properly on convex open conesin real vec- 76

tor spaces are of special interest for the applications. In that case, the
existence of a stable lattice or, more generally, of certainstable discrete
subsets gives rise to special methods of constructing fundamental do-
mains. The material here is due to Koecher [1] and Siegel [1].

1

Let E be a real vector space, of dimensionn ≥ 2. A subsetΩ of E is
called a cone if tΩ ⊂ Ω for every realt > 0. The coneΩ∗ in the dual
E∗ of E, defined by

Ω
∗
=

{

X∗ ∈ E∗
∣

∣

∣ < x∗, x >> 0 for all x ∈ Ω − {0}
}

is called the dual coneof Ω.Ω∗ is always open inE∗; in fact, if
∑

denotes the unit sphere inE (with respect to some norm onE), we have

Ω
∗
=

{

X∗ ∈ E∗
∣

∣

∣

∣

∣

< x∗, x >> 0 for all x ∈ Ω̄ ∩
∑

−
}

.

AssumeE to be a Euclidean vector space with scalar product〈, 〉. If,
under the canonical identification ofE∗ with E, we haveΩ∗ = Ω, we
say thatΩ is aself- dualcone (or apositivity domain). Clearly,Ω is self

- dual if and only ifΩ =
{

x ∈ E
∣

∣

∣

∣

∣

〈x, y〉 > 0 for all y ∈ Ω̄ − {0}
}

.

63
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Examples. (i) In Rn( with the usual Euclidean structure),

Ω =

{

(t1, . . . , tn)
∣

∣

∣ti > 0 for all i
}

and Ω

{

(t1, . . . , tn)|t21 + · · · + t2n−1 < t2n, tn > 0
}

are selfdual cones.

(ii) Let E be the vector of realn × n symmetric matrices, with the77

scalar product〈A, B〉 = Tr (AB). Then the setΩ of positive definite
matrices ofE is a selfdual cone. To see this, we note first that
Ω
∗ ⊂ Ω. In fact, letA ∈ Ω∗, and lete1, . . . , en be an orthonormal

basis ofRn such thatAei = λiei , λi ∈ R, i = 1. . . . , n. Let Pi ∈ E
be defined byPiej = δi j ei . ThenPi ∈ Ω̄ − {0}, and〈A,Pi〉 = λi .
Henceλi > 0 for all i, thusA ∈ Ω. Conversely, letA ∈ Ω, and
B ∈ Ω̄−{0}. Let

√
A ∈ Ω and

√
B ∈ Ω−{0} be the positive square

roots ofA andB respectively. Then

〈A, B〉 = Tr (AB) = Tr (
√

A
√

A
√

B
√

B)

= Tr (
√

B
√

A
√

A
√

B)

= Tr ((
√

A
√

B)′(
√

A
√

B)) > 0.

2

We now state elementary properties of cones and their duals.

(i) For any coneΩ,Ω∗ is convex.

(ii) If the coneΩ in E contains a basis ofE theΩ∗ is a non-degenerate
convex cone (A convex setnon- degenerateif it does not contain
any straight line). In fact, letx∗, y∗ ∈ E∗, and supposex∗+ ty∗ ∈ Ω∗
for every t ∈ R. Then, for everyz ∈ Ω̄ − {0}, we have 0≤ 〈x∗ +
ty∗, z〉 = 〈x∗, z〉 + t〈y∗, z〉, for everyt ∈ R.

Hence〈y∗, z〉 = 0 for everyz ∈ Ω̄ − {0}, hencey∗ = 0.78
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Using (i) and (ii) we have (iii) IfΩ contains a basis ofE, then

x∗ ∈ Ω̄∗,−x∗ ∈ Ω̄∗ imply x∗ = 0.

Lemma 1. Given any compact subset K ofΩ∗, we haveρ(K) > 0 such
that 〈x∗, y〉 ≥ ρ(K)|y| for every x∗ ∈ K and y∈ Ω̄. Here || denotes some
norm on E.

Proof. Let
∑

be the unit sphere inE. Then the function (x∗, y) 〈x∗, y〉
onKx(Ω̄∩

∑

) is continuous and> 0. We can takeρ(K) to be the infimum
of this function. �

Remark. If Ω is open, the statement analogous to that of Lemma 1, with
the roles ofΩ andΩ∗ interchanged, is also true; the proof is the same.

3

LetΩ ⊂ E be a non-degenerate cone; we then haveΩ∗ , φ. Let D be a
discrete subset ofE contained inΩ̄ − {0}. For anyx∗ ∈ Ω∗, we define

µ(x∗) = inf
d∈D
〈x∗, d〉.

We see by lemma 1 thatµ(x∗) < 0, and that the set

M(x∗) =
{

d ∈ D
∣

∣

∣〈x∗, d〉 = µ(x∗)
}

is non-empty and finite.

Lemma 2. For any x∗ ∈ Ω∗ and ∈> 0, there exists a neighbourhood79

U ⊂ Ω∗ of x∗ such that, for any y∗ ∈ U,
∣

∣

∣µ(y∗) − µ(x∗)
∣

∣

∣ <∈ and M(Y∗) ⊂
M(x∗).

Proof. Let K ⊂ Ω∗ be a compact neighbourhood ofx∗. Let ρ = ρ(K) be

as in Lemma 1. LetD′ =
{

d ∈ D
∣

∣

∣|d| ≤ (µ(x∗)+ ∈)/ρ
}

. Clearly D′ is

finite, and for anyy∗ ∈ K andd ∈ D − D′, we have

< y∗, d > µ(x∗)+ ∈ .
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In particular, we haveM(x∗) ⊂ D′. Clearly there existsa > 0 such
that

〈x∗, d〉 > µ(x∗) +
a
2

for d ∈ D′ − M(x∗). (We may suppose that
a
2
<∈.) Thus, there exists a

neighbourhoodVi ⊂ Ω∗ of x∗ such thaty∗ ∈ Vi implies

〈y∗, d〉 > µ(x∗) +
a
2
, d ∈ D′ − M(x∗).

Finally there exists neighbourhoodV2 ⊂ Ω∗ of x∗ such thaty∗ ∈ V2

implies

|〈y∗, d > −µ(x∗)
∣

∣

∣ <
a
2

; d ∈ M(x∗).

Clearly,U = K ∩ V1 ∩ V2 satisfies conditions of the lemma. �

A point x∗ of Ω∗ is calledperfect it M(x∗) contains a basis ofE.
Since, for anyλ > 0,M(λx∗) = M(x∗), we shall assume that , for a
perfect pointx∗, µ(x∗) = 1.

Lemma 3. Let y∗ ∈ Ω∗ be not perfect, and let M⊂ M(y∗),M , φ. Then,80

for every x∗ ∈ E∗ with 〈x∗,M(y∗)〉 ≥ 0 and〈x∗,M〉 = 0, we have either

(i) µ(y∗ + tx∗) = µ(y∗) for every t≥ 0 such that y∗ + tx∗ ∈ Ω∗, or

(ii) there exists to > 0 such that

(a) y∗ + tox∗ ∈ Ω∗

(b) µ(y∗ + tox∗) = µ(y∗)

(c) M ⊂ M(y∗ + tox∗)

(d) dimM(y∗ + tox∗) > dim M,

(where, for any subset S of E, dim S denotes the dimensions of the
subspace generated by S ).

Proof. Suppose that (i) does not hold. Since, for anyd ∈ M and any
t ∈ R, we have〈y∗ + tx∗, d〉 = µ(y∗), it follows thatµ(y∗ + tx∗) ≤ µ(y∗)
if y∗ + tx∗ ∈ Ω∗. Hence there existsθ > 0 such thaty∗ + θx∗ ∈ Ω∗, and
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µ(y∗ + θx∗) < µ(y∗). Let B =

{

d ∈ D
〈

x∗, d >< 0

}

. B is non-empty,

sinceB ⊃ M(y∗ + θx∗). Ford ∈ B, we set

ϕ(d) = (µ(y∗) − 〈y∗, d〉)/〈x∗, d〉·

Clearly,ϕ(d) > 0, and ford ∈ M(y∗ + θx∗), we haveϕ(d) < θ. On
other hand, ifϕ(d) < θ, we haveµ(y∗) − 〈y∗ + θx∗, d〉 > 0. Hence if
ρ = ρ(K) of Lemma 1 withK =

{

y∗ + x∗
}

, we have|d| ≤ µ(y∗)/ρ. Hence
ϕ < θ only on a (non-empty) finite subset ofB. Henceϕ attaints its
infimum inB, let to = inf

d∈B
ϕ(d), and letϕ(do) = t0. We assertto has the 81

properties stated in (ii) of the lemma. �

SinceΩ∗ is convex, and 0< t0 < θ, we havey∗ + tox∗ ∈ Ω∗. We
observe that ford ∈ M, 〈y∗ + tox∗, d〉 = µ(y∗). Hence (b) and (c) of (ii )
will be proved if we show that

〈y∗ + tox∗〉 ≥ µ(y∗) (I)

for everyd ∈ D. This is obvious ford ∈ D − B. For d ∈ B, we have
ϕ(d) ≥ to, i.e., µ(y∗) − 〈y∗, d〉 ≤ to < x∗, d〉 . Hence (I ) follows, and
(b), (c) are proved. Finally, it is clear thatdo ∈ M(y∗ + tox∗); since
〈x∗,M〉 = 0, while< x∗, d◦ >< 0, (d) follows.

From now on, we shall suppose thatΩ is an open non-degenerate
convex cone; we then have (Ω∗)∗ = Ω. For any finite subsetS of Ω, the

setPS =
{

∑

ti si |si ∈ S, ti ≥ 0
}

is called thepyramid on S. If x∗ ∈ Ω∗ is

a perfect point, thenPM(x∗) is called aperfect pyramid.

Lemma 4. For any x∗, y∗ ∈ Ω∗, we have

PM(x∗) ∩ PM(y∗) = P(M(x∗) ∩ M(y∗))

and
〈µ(x∗)y∗ − µ(y∗)x∗,PM(x∗) ∩ PM(y∗)〉 = 0.

Proof. Obviously,P(M(x∗) ∩ M(y∗)) ⊂ PM(x∗) ∩ PM(y∗). Conversely,
let z ∈ PM(x∗) ∩ PM(y∗). Let z =

∑

ai xi ; xi ∈ M(x∗), ai > 0. Similarly,
let z=

∑

b jy j ; y j ∈ M(y∗), b j > 0. We have 82
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〈x∗, z〉 =
∑

i

ai〈x∗, xi〉 = µ(x∗)
∑

i

ai

=

∑

j

b j〈x∗, y j〉 ≥ (x∗)
∑

j

b j

Sinceµ(x∗) , 0, we have
∑

ai ≥
∑

b j , hence, by symmetry
∑

ai =
∑

b j . It follows that 〈x∗, y j〉 = µ(x∗), i.e. y j ∈ M(x∗) for every j.
Similarly, xi ∈ M(y∗) for every i, i.e. z ∈ PM(x∗) ∩ PM(y∗). The first
assertion of the lemma is therefore proved. The second is then clear. �

4

Definition . The discrete set D in E (contained in̄Ω − {0}) is said to
satisfy the density condition if, for each z∗ ∈ Ω̄∗ −Ω∗, µ(x∗)→ 0 as x∗(∈
Ω
∗)→ z∗.

Examples. (i) Let ΩCR2 be the (self - dual) cone defined byΩ =
{

(t1, t2)
∣

∣

∣t1, t2 > 0
}

. ThenD = {(1, 0)∪ (0, 1)} also satisfies the den-

sity condition. The setD =
{

(expn, exp (−n)
∣

∣

∣n ∈ Z
}

also satisfies
the density condition.

(ii) Let Ω be the (self - dual ) cone of positive definite matrices in
the spaceE of real n × n symmetric matrices. LetD be the set
{UU′|U ∈ Zn,U , 0}. ClearlyD is a discrete set inE, andD ⊂
Ω − {0}. D satisfies the density condition. We shall prove in fact
that for anyA ∈ Ω,

µ(A)n ≤ (22n. detA)/ρ2
n
,

whereρn is the volume of the unit ball inRn. Let A ∈ Ω, and83

U ∈ Zn − {0}. We have

µ(A) ≤ Tr(AUU′) = TrU′AU = U′BBU = |BU|2,

whereB ∈ Ω is the square root ofA. Thus, the convex symmetric
setC =

{

x ∈ Rn
∣

∣

∣|Bx|2 < ρ(A)
}

does not contain any non-zero
integral point. Hence, by a theorem of Minkowski, volC ≤ 2n.
However, the volume ofC is easily seen to beρnµ(A)n/2/(detA)

1
2 ,

and we get the required inequality.
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Remark. If D satisfies the density condition, then

Ω̄∗ =

{

x∗ ∈ E∗
∣

∣

∣〈x∗, d〉 ≥ 0 for all d ∈ D

}

. (I)

In fact, it is clear thatΩ is contained in the right hand side of (I ).
Now let x∗ ∈ E∗ −Ω∗. Then, for anyy∗ ∈ Ω∗, there existsto, 0 < to < 1,
such thattox∗ + (1− to)y∗ ∈ Ω̄∗ −Ω∗. For anyd ∈ D, we have

〈tox∗ + (1− t0)y∗, d〉 = to〈x∗, d〉 + (1− to)〈y∗, d〉
≥ to〈x∗, d〉 + (1− to)µ(y∗).

Sinceµ(tx∗ + (1 − t)y∗) → 0 as t increases tot0, it follows that
〈x∗, d〉 < 0 for somed ∈ D, and (I) is proved. However, the density
condition is not necessary for (I) to hold.

Lemma 5. If D satisfies the density condition, then the setP of perfect
points is discrete in E∗.

Proof. Let (x∗i ) be a sequence inP converging tox∗ ∈ E∗. Clearly 84

x∗ ∈ Ω̄∗, and in view of the density condition, we must havex∗ ∈ Ω∗.
Thenµ(x∗) = 1, andM(x∗i ) ⊂ M(x∗) for large i (Lemma 2). Sincex∗i is
perfect, it follows by Lemma 4 thatx∗ = x∗i . �

Lemma 6. If D satisfies the density condition, every point ofΩ belongs
to a perfect pyramid.

Proof. We first note that, sinceD satisfies the density condition, the
first alternative of Lemma 3 can never hold ifx∗ < Ω̄∗. Hence we see by
Lemma 3 thatP , φ. Now let z ∈ Ω, and lety∗ be any perfect point. If
z∈ PM(y∗), there is nothing to prove. Letz< PM(y∗). �

Then there existsx∗ ∈ E∗ such that (a)〈x∗,PM(y∗)〉 ≥ O, (b)〈x∗, z〉 <
O, (c)x∗ vanishes on a subsetM of M(y∗)containingn− 1 linearly inde-
pendent points. On account of (b), x∗ < Ω̄∗. Hence the second alter-
native of Lemma 3 holds, and there existsto > O suchy∗ + tox∗ ∈
Ω
∗, µ(y∗ + tox∗) = 1,M ⊂ M(y∗ + tox∗). and dimM(y∗ + tox∗) > dim M.

Clearlyy∗1 = y∗ + tox∗ is perfect. Moreover,〈y∗1, z〉 < 〈y
∗z, 〉.
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If z ∈ PM(y∗1) we are through. Otherwise, we repeat the above
procedure withy∗1, and obtainy∗2 ∈ P such that〈y∗2, z〉 < 〈y

∗
1, z〉. This

process must terminate after a finite number of steps, sinceP is discrete,
and since (Remark following Lemma 1) there is a constant̺ = ̺(z) such
that

|y∗i | ≤ ̺〈y
∗
i , z〉 < ̺〈y

∗, z〉

for any i. We thus obtain a perfect pyramid containingz.

Lemma 7. Any compact set K inΩ is met by only finitely many perfect85

pyramids.

Proof. Let x∗ ∈ P, and lety ∈ K ∩ PM(x∗). Then if ̺(K) is as in

Lemma 1, we have〈x∗, y〉 ≥ ̺(K)|x∗|, i.e.|x∗| ≤ 〈x
∗, y〉
̺(K)

. On the other

hand, the convex closure ofD does not containO, and hence there exists
̺′(K) > O such that for everyx∗ ∈ P, 〈x∗, y〉 < ̺′(K) on K ∩ PM(x∗).
SinceP is discrete, the lemma follows. �

Remark. It follows from the above lemma that, for anyx∗ ∈ P, the set
{y∗ ∈ P|PM(x∗)∩PM(y∗)∩Ω , φ} is finite: in view of Lemma 4, this set
is the set ofy∗ ∈ P such thatPM(y∗) ∩ K , φ, whereK is, for instance
the (finite) set inΩ consisting of those of the barycentres of the subsets
of M(x∗) which lie inΩ.

5

LetΩ be an open non-degenerate convex cone in a real vector spaceE.
LetG(Ω) = G be the subgroup ofGL(E) which mapsΩ into itself. Then
G is a closed subgroup ofGL(E). For anyx ∈ Ω,G(x) is compact. In
fact, the setΩ∩ {x− z|z ∈ Ω} is stable under the action ofG(x). SinceΩ
is non-degenerate, this is a bounded open set. HenceG(x) is compact.

G = G(Ω) also acts onΩ∗: for s ∈ G andx∗ ∈ Ω∗, we definesx∗ by
〈sx∗, y〉 = 〈x∗, s−1y〉; this identifiesG with G(Ω∗). Let D be a discrete
subset ofΩ̄ − {O}, and letΓ be a subgroup ofG such thatΓD = D.
Then clearlyµ(sx∗) = µ(x∗) andM(sx∗) = sM(x∗) for any x∗ ∈ Ω∗ and
s∈ Γ. ThusΓ also acts on the set of perfect points and the set of perfect86
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pyramids. Note that ifx∗ ∈ P, Γ(x∗) = {s∈ Γ|PM(x∗) = sPM(x∗)}.
Assume now thatD satisfies the density condition. Then for any

compact setK in Ω, we can find a finite subsetR of P such thatK ⊂
⋃

x∗∈R
PM(x∗) (Lemma 6 and 7), thus

Γ(K|K) ⊂ ⋃

x∗ ,y∗∈R
Γ(K∩PM(x∗)|PM(y∗)). Since, for anyx∗ ∈ P,

{

y∗ ∈

P|K∩PM(x∗)∩PM(y∗) , φ
}

is finite, it follows thatΓ(K ∩PM(x∗)|PM

(y∗)) is finite for x∗, y∗ ∈ P); henceΓ(K|K) is finite. ThusΓ is a discrete
subgroup ofG(Ω), and acts properly onΩ.

Remark. It can be proved thatG(Ω) itself acts properly onΩ.

Also there is a naturalG(Ω)-invariant Riemannian metric onΩ. For
anyx ∈ Ω, we define

(N(x))−1
=

∫

Ω∗

exp(−〈y∗, x〉)dy∗.

Then integral is finite, in view of Lemma 1. It is easy to verifythat

for s ∈ G(Ω), (N(sx))−1
= |dets|(N(x))−1. The 2-form−∂

2 logN
∂xi∂x j

dxidxj

gives aG(Ω)-invariant Riemannian metric onΩ.

Theorem 1. Let Ω be an open convex non-degenerate cone in a real
vector space E,D ⊂ Ω̄ − {◦}a discrete subset of E satisfying the density
condition, andΓ a discrete subgroup of G(Ω) such thatΓD = D. Let
P(⊂ Ω∗) be the set perfect points. Assume that there exists a finite subset 87

L of P such thatΓL = P. Then, if

A = Ω ∩
⋃

x∗∈L
PM(x∗),

we have

(a) ΓA = Ω,

(b) Γ(A|A) is finite,
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(c) Γ(A|A)A is a neighbourhood of A inΩ,

(d) Γ is finitely presentable.

Proof. Using Lemma 6 and the fact thatΓL = P (and sincesM(x∗) =
M(sx∗), x∗ ∈ P, s ∈ Γ), it is easy to see thatΓA = Ω. The proof of
(b) is similar to that of the fact that the action ofΓ onΩ is proper; we
have only to use the remark following Lemma 7. SinceΓA = Ω, (c)

follows. (Note that
{

sA|s ∈ Γ
}

is a locally finite family of closed sets

in Ω.) SinceΩ is convex, it is connected, locally connected and simply
connected. Hence the conditions of Theorem 1, Chapter 3 are satisfied,
and the assertion (d) follows. �

Remark. The condition in the above theorem thatΓ\P be finite is satis-
fied if we assume the following: there exists a finite subsetB of D such
that, for everyy∗ ∈ P, there existss ∈ Γ such that convex envelope of
M(sy∗) ∩ B meetsΩ. In fact, lety∗ ∈ P, and lets be as above. Then

b =
1
r

∑

a∈M(sy∗)∩B
a ∈ Ω, wherer =number of elements ofM(sy∗) ∩ B.

Now,

〈sy∗, b〉 = 1
r

∑

〈sy∗, a〉 = 1.

Hence|sy∗| ≤ 1
̺b

, where̺b = ̺(K) of Lemma 1 withK = {b}.88

The number of pointsb is finite. SinceP is discrete, our assertion
follows.

6

We now apply the preceding results to the case ofGL(n,Z) acting on
the space of symmetric positive definite matrices. Thus letE be the
vector space of all realn× n symmetric matrices with the scalar product
〈A, B〉 = Tr (AB), and letΩ be the (self-dual) cone of positive definite
matrices inE. Γ = GL(n,Z) acts onΩ : (S,A) S AS′ = S[A].

Let D =
{

UU′|U ∈ Zn,U , ◦
}

. We have seen thatD satisfies the

density condition. It is clear thatΓ[D] = D.
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For anyA ∈ Ω, let M̃(A) =
{

U ∈ Zn|UU′ ∈ M(A)
}

. ForS ∈ Γ, we

clearly haveM̃(S[A]) = S∗M̃(A), whereS∗ = (S′)−1.

Lemma 8. If A is perfect, thenM̃(A) contains n linearly independent
elements.

Proof. Let B be any matrix such thatBU = O for everyU ∈ M̃(A).
Then 〈B,UU′〉 = Tr(BUU′) = U′BU = O for every U ∈ M̃(A),
i.e.〈B,M(A)〉 = O. SinceA is perfect, this impliesB = O. �

Lemma 9. Let A be perfect, and let U1, . . . ,Un ∈ M̃(A) be linearly
independent. Let C= (U1, . . . ,Un) be the matrix whose i-th column is
Ui. Then|detC| ≤ 2n/̺n, where̺n is the volume of the unit ball inRn.

Proof. We haveC′AC ∈ Ω, and the diagonal elements ofC′AC are 89

equal to 1. Hence by a known lemma we have detC′A ≤ 1, i.e.(detC)2 ≤
(detA)−1. However, we have seen (Example (ii ), p.82) that (detA)−1 ≤
22n/̺2

n. �

Lemma 10. There exists a finite subset L ofZn such that, for any A∈ P,
there exists S∈ Γ such thatdim(L ∩ SM̃(A)) = n.

Proof. Let L =
{

(v1, . . . , vn) ∈ Zn − {O}|◦ ≤ vi ≤ 2n/̺n

}

. Let A ∈ P. By

Lemma 8,M̃(A) containsn independent elementsU1 . . . ,Un. �

Now there existsS ∈ Γ such that, for 1≤ i ≤ n,

S Ui =





























































a1
i
...

ai
i

O
...

O





























































,O ≤ a j
i < ai

i for 1 ≤ j < i

The proof of this fact is analogous to the Elementary DivisorTheo-
rem (see van der Waerden [1]). Clearly theS Ui are independent. Since
S Ui ∈ SM̃(A) = M̃(S∗[A]), we have bu Lemma 9,

det(S U1, . . . ,S Un) = a11a12 · · ·a1n ≤ 2n/ρn.
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Thusa j
i ≤ 2n/̺n, 1 ≤ i, j ≤ n. ThusS Ui ∈ L, and the lemma is

proved.

Lemma 11. There exists a finite subsetB of D such that for every A∈ P.
there exists S∈ Γ such that the convex envelope ofB ∩ M(S∗[A]) meets
Ω.

Proof. Let B =
{

UU′|U ∈ L
}

, whereL is as in Lemma 10. LetA ∈ P.90

By Lemma 10, there existsS ∈ Γ such thatL ∩ SM̃(A) containsn
independent elementsV1, . . . ,Vn. ThenViV′i ∈ B∩M(S∗[A]), 1 ≤ i ≤ n.

Clearly
1
n

∑

ViV′i is positive definite, and belongs to the convex closure

of B ∩ M(S∗[A]). �

Remark. The above lemma and the remark following Theorem 1 show
that Theorem 1 is applicable to the case ofGL(n,Z) acting on the pos-
itive definite matrices. It follows in particular thatGL(n,Z) is finitely
presentable.

7

LetΩ be an open non-degenerate convex cone in a real vector spaceE.
Let G be a subgroup ofG(Ω), and letχ : G→ R+ be a homomorphism
(R+denotes the group of real numbers> O).

Definition. A normonΩ (with respect toχ : G→ R+) is a continuous
mapγ : Ω→ R+ such that

(i) ν(sx) = χ(s)ν(x) for s∈ G, x ∈ Ω,

(ii) ν(x)→ ◦ as x→ Ω̄ −Ω

(iii) for every x∈ Ωand r ≥ O,

(x+ Ω̄) ∩
{

x ∈ Ω|ν(x) ≤ r
}

is compact.

Examples. i) If Ω is the cone of positive definite realn × n matrices
andG = GL(n,R), thenν(A) = detA,A ∈ Ω, is a norm onΩ for
χ : G→ R+ defined byχ(S) = (detS)2.
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ii) For anyΩ, andG = G(Ω)

ν(x) =





















∫

Ω∗

e−〈x,y
∗〉dy∗





















−1

is a norm forχ(s) = |dets|. 91

Theorem 2. Let Ω be an open non-degenerate convex cone in a real
vector space E of dimension n. Let L be a lattice in E, and let D be
a subset of L∩ (Ω̄ − {O}) satisfying the density condition. LetΓ be a
discrete subgroup of G(Ω) such thatΓD = D, and assume thatΓ\P is
finite. Then the subset A ofΩ constructed in Theorem 1 has the property:
for any normν onΩ and any r> ◦,A ∩ L contains only finitely many
points x withν(x) ≤ r.

We first prove the following

Lemma 12. For any y∗ ∈ P, there exists a∈ Ω such that PM(y∗) ∩ Ω ∩
L ⊂ a+ Ω̄.

Proof. We first remark that for any compact setK ⊂ Ω, there exists
ϑ ∈ Ω such thatK ⊂ ϑ + Ω. Now, for anyy∗ ∈ P,PM(y∗) is a finite
union of pyramidsPMi, where theMi ⊂ M(y∗) consists of precisely
n independent elements. It is sufficient to find eachi preciselyn inde-
pendent elements. It is sufficient to find for eachi anai ∈ Ω such that
PMi ∩Ω∩ L ⊂ ai + Ω̄; for, by the remark above, there existsa ∈ Ω such
thatai ∈ a+ Ω for eachi, and clearly a will satisfy the condition of the
lemma. �

Let M =
{

a1, . . . , an

}

be any one of theMi. We haveM ⊂ L; let

Lo be the sublattice ofL generated byM. Let p > O be an integer
such thatpL ⊂ Lo. For anyx ∈ PM ∩ Ω ∩ L, let px =

∑

λiai , λi ∈ Z.
Sincex ∈ PM, and theai are independent, we haveλi ≥ O for every 92

i. Let ax =
1
p

∑

λi,O
ai . Sincex ∈ Ω, we see easily thatax ∈ Ω. Also,

x− ax =
1
p

(
∑

λiai −
∑

λi,O
ai) ∈ PM ⊂ Ω̄. The set

{

ax|x ∈ PM ∩ Ω ∩ L
}
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is clearly finite. Hence we havea ∈ Ω such thatax ∈ a+ Ω for everyx.
ClearlyPM∩ Ω ∩ L ⊂ a+ Ω, and this proves the lemma.

Proof of Theorem 2.Let A = Ω ∩
⋃

i∈I
PM(y∗i ) be as in Theorem 1. Let

ai ∈ Ω be such thatΩ ∩ PM(y∗i ) ∩ L ⊂ ai + Ω̄. For anyr, let Vr =

{

z ∈

Ω|ν(z) ≤ r
}

. ThenVr ∩ (ai + Ω̄) is compact. HenceVr ∩ (ai + Ω̄) ∩ L is

finite. It follows thatA∩ L ∩ Vr is finite.

Examples. (i) Let Ω be the cone or real positive definiten × n ma-

trices,Γ = GL(n,Z),D =
{

UU′|U ∈ Zn − {◦}
}

, L = the lattice of

all integraln × n matrices,ν(A) = (detA)2 for A ∈ Ω. Sinceνis
constant on the orbits ofΓ, Theorem 2 implies in particular that
the number of orbits ofΓ in A ∩ L with determinant less than a
givenr is finite.

(ii) Let Ω =
{

(x, y, z) ∈ R3|z> O andx2
+ y2 − 3z2 < O

}

. Let L = Z3,

and letΓ be the subgroup ofGL(R3) generated by the matrices





















0 1 0
−1 0 0
0 0 1





















and





















2 0 3
0 1 0
1 0 2





















It is easy to verify thatΓΩ = Ω. Let D = Γ{(0, 0, 1}.D satisfies the93

density condition. The fact thatΓ\P is finite is a consequence of
the following remark: ifD ⊂ Ω satisfies the density condition and
Γ\D is finite, thenΓ\P is finite. In fact letB be a finite subset ofD
such thatΓB = D. Then for anyy∗ ∈ P, there exists ans ∈ Γ such
that M(sy∗) ∩ A , φ. The remark follows, sincePM(z∗) ∩ A , φ
for only finitely manyz∗ ∈ P-note that by assumption,A ⊂ Ω.

(iii) Let K be a totally real extension ofQ of degreen.
Let Γ be the group of totally positive units ofK. Letσ1, . . . , σn ben

distinct isomorphisms ofK into R. We makeΓ act on the self dual cone
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Ω =

{

(t1, . . . , tn) ∈ Rn|ti > O for all i
}

by setting

ε(t1, . . . , tn) = (σ1(ε)t1, . . . , σn(ε)tn),

Let D = Γ
{

(1, . . . , 1
}

. It is a classical result that for anyi, 1 ≤ i ≤ n,

there exists∈∈ Γ such thatσi(ε) > 1, andσ j(ε) < 1 for j , i.
Using this, we verify thatD satisfies the density condition. Let

(t1, . . . , tn) ∈ Ω̄; let ti = ◦. Let ε be chosen as above. Then

〈εp(1, . . . , 1), (t1, . . . , tn)〉 =
∑

j,i

t j(σ j(ε))
p

which tends to zero asp→ ∞. It follows as in Example (ii ) thatΓ\P is
finite.
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